
Real analysis

Emilio Corso

Department of Mathematics, Pennsylvania State University, 203 McAllis-
ter Building, State College, PA 16801, U.S.

Email address : ebc5504@psu.edu





Contents

Notation and terminology 4

Chapter 1. Measures 7
1.1. A motivating discussion: the limitations of Riemann integration 7
1.2. Pitfalls of a naive approach: the paradoxes of Vitali and Banach-Tarski 9
1.3. Measurable spaces and maps 11
1.4. Measures 16
1.5. Outer measures and Carathéodory’s construction 22
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4 CHAPTER 0. CONTENTS

Notation and terminology

If X is a set, P(X) denotes the power set of X, namely the set of all subsets of X. If
E ∈ P(X), then Ec denotes the complement of E in X, that is, the set-theoretic difference
X \ E. The identity map X → X, x 7→ x is denoted by idX .

If X is a set and E is a subset of X, we denote by χE the characteristic function, also known
as indicator function, of E, defined by

χE =

®
1 if x ∈ E

0 if x /∈ E
.

A family (Xα)α∈A of sets is said to consist of pairwise disjoint sets if Xα ∩ Xβ = ∅ for all
α ̸= β ∈ J . The union of such a collection (Xα)α∈A is usually denoted with the symbol⊔

α∈A

Xα .

If X is a set and Y is a subset of X, a covering of Y is a family (Yα)α∈A of subsets Yα ⊂ X
such that Y ⊂

⋃
α∈A Yα. A partition of X is a covering (Xα)α∈A of X consisting of pairwise

disjoint sets.
If E is a finite set, we let |E| denote its cardinality; we also declare |E| = ∞ if E is an

infinite set, making to distinction between the various infinite cardinals.
A set X is countable if there is a bijection f : X → I where I is a subset of N.
The following are the most important sets of numbers we will consider in these notes:

N = {0, 1, 2, . . . } is the set of natural numbers, N∗ = N \ {0}, Z = {. . . ,−2,−1, 0, 1, 2, . . . , }
set of integers, Q the set of rational numbers, R the set of real numbers and C is the set of
complex numbers. We indicate with R≥0 (resp. R>0) the set of positive (resp. strictly positive)
real numbers.

If (X,≤X) and (Y,≤Y ) are ordered sets, a function f : X → Y is increasing if, for all
x1, x2 ∈ X, x1 ≤X x2 implies f(x1) ≤Y f(x2). It is strictly increasing if, for all x1 ̸= x2 ∈ X,
x1 ≤X x2 implies f(x1) ≤Y f(x2) and fx1 ̸= f(x2).

Unless explicit mention to the contrary, we adhere to the convention

inf ∅ = +∞ , sup ∅ = 0 .

If (G,+) is an abelian group and A,B are subsets of G, the sumset of A and B is

A+B = {a+ b : a ∈ A, b ∈ B} ,
if A = {a}, we employ the notation a + B in place of {a} + B. If V is a real (resp. complex)
vector space, A ⊂ V and λ ∈ R (resp. λ ∈ C), we write λA for the set

{λx : x ∈ A} .
The origin of Rn is always denoted by 0, without explicit mention of the dimension, as no

confusion shall arise.

The extended real number system. We define the extended real number system as the
set

R = R ∪ {−∞,+∞}
obtained by adding to the set R of real numbers two new elements, denoted −∞ and +∞. We
extend the total order on R in the natural way by declaring that

x ≤ +∞ , −∞ ≤ x

for all x ∈ R. We extend further the operations of addition and multiplication of real numbers
in the following manner:

±∞+ x = ±∞ for all x ∈ R, x ̸= ∓∞,

±∞ · x = ±∞ for all x ∈ R, x > 0,
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±∞ · x = ∓∞ for all x ∈ R, x < 0,

±∞ · 0 = 0 .

The sums +∞+ (−∞), −∞+ (+∞) are not defined.
We will often consider only the extended positive half-line [0,+∞], also indicated with

[0,∞] as no confusion arises, where the interval notation [a, b] is naturally extended to all a, bR
with the meaning

[a, b] = {x ∈ R : a ≤ x ≤ b} ;

similarly for the notation [a, b) and (a, b].





CHAPTER 1

Measures

The purpose of these notes is to provide a sufficiently extensive treatment of measure and in-
tegration theory, which play an indispensable role in modern real analysis, while simultaneously
serving as the theoretical foundations of modern probability theory.

The theory, as is nowadays commonly presented, has been fully developed during the early
decades of the twentieth century, the original driving impetus for it being the endeavour to de-
vise a theory of integration which overcomes the limitations of Riemann’s theory of integration,
established in the second half of the nineteenth century, and which is still the one routinely in-
troduced in the first Calculus courses. While still retaining the geometric flavour which informs
Riemann’s theory, this more novel theory of integration goes a step further in abstracting the
axiomatic properties a satisfactory notion of integral should possess, thereby extending its scope
much beyond the integration of functions defined on Euclidean spaces, which is the traditional
purview of Riemann’s theory.

1.1. A motivating discussion: the limitations of Riemann integration

Let us start by discussing some of the serious drawbacks of the Riemann integral, of which
for convenience we recall the definition1 on the real line. If [a, b] is a closed interval in R, a
function f : [a, b] → R is said to be Riemann-integrable if the infimum of the upper Riemann
sums

n∑
i=1

(
sup

ai−1≤x≤ai
f(x)

)
(ai − ai−1) (1.1.1)

equals the supremum of the lower Riemann sums

n∑
i=1

(
inf

ai−1≤x≤ai
f(x)

)
(ai − ai−1) , (1.1.2)

both of which vary over all possible subdivisions

a = a0 < a1 < · · · < an−1 < an = b

of the interval [a, b]. In this case, the common value is called the Riemann integral of f over
[a, b], denoted ∫ b

a

f(x) dx .

In case f ≥ 0, then the integral is a natural measure of the area of the plane region comprised
between the x-axis and the graph of the function f .

Here are a number of natural features a good notion of integral should have, which the
Riemann integral does not afford.

(1) Whereas it’s a classical calculus fact that every continuous function f : [a, b] → R is
Riemann-integrable, there are many elementary instances of discontinuous functions

1We shall come back to it in §??, when we shall explicitly draw comparisons between the Riemann and the
Lebesgue integral for functions of one real variable.

7
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which are not Riemann-integrable. Perhaps the most standard example is the charac-
teristic function of Q ∩ [0, 1], namely the function f : [0, 1] → R defined as

f(x) =

®
1 if x ∈ Q
0 if x /∈ Q

.

Since both Q∩ [0, 1] and (R \Q)∩ [0, 1] are dense in [0, 1] (see §?? for a recap of basic
point-set topology), it is clear that the value of every upper Riemann sum for f is 1,
while the value of every lower Riemann sum is 0.

The region enclosed by the x-axis and the graph of f is a countable union of
segments of length 1; it is natural to consider every such set as having vanishing area
in the plane; yet Riemann’s theory of integration does not enable us to assign a well
defined meaning for such an area.

(2) It is highly desirable, in a multitude of circumstances, to be able to exchange the funda-
mental analytical operations of limit and integral. More precisely, suppose for instance
(fn)n≥0 is a sequence of continuous (thus Riemann-integrable) functions fn : [0, 1] → R
converging pointwise to a function f : [0, 1] → R, that is, satisfying

lim
n→∞

fn(x) = f(x)

for all x ∈ [0, 1]. The equality∫ b

a

lim
n→∞

fn(x) dx = lim
n→∞

∫ b

a

fn(x) dx (1.1.3)

is not justified, for at least two fundamental reasons. To begin with, a pointwise limit
of continuous functions is not necessarily continuous, and can even fail to be Riemann-
integrable; thus the integral of the left-hand side of the last displayed equation may
not make sense at all, in the Riemann theory. Secondly, even if f is continuous, its
integral does not necessarily coincide with the limit of the integrals of the fn. As an
example, take fn to be the positive function whose graph is the linear interpolation
between the points (0, 0), (1/n, n)(2/n, 0) and (1, 0) on the plane. Then a moment’s
thought reveals that (fn)n≥0 converges pointwise to f = 0, and yet the area under the
graph of fn equals 1 for all n.

In order to ensure the validity of exchanging limits and integrals, as in (1.1.3), in
the realm of Riemann integration, a very strong notion of functional convergence is
required, namely uniform convergence:

sup
o≤x≤1

|f(x)− fn(x)|
n→∞−→ 0 .

It would be convenient to have at our disposal a more flexible notion of integral, which
does not necessitate such a strong form of convergence for functions in order for (1.1.3)
to be justified.

(3) Riemann integration does not offer a unified treatment of integrals over bounded and
unbounded integrals. It starts by defining the integral over compact interval, and then
relies fundamentally on such a notion to extend the definition to unbounded domains,
via a limiting procedure. Lebesgue’s theory, on the other hand, when specified to the
real line, dispenses completely with the need to consider bounded intervals as a first
building block, and treates every domain of integration2 on equal footing.

(4) The limitations of Riemann’s theory become even more apparent in higher dimensions,
namely for integrals of functions defined over subsets of Rn. By way of example,
let f(x, y) be a function defined over a rectangle [a, b] × [c, d] ⊂ R2. Assuming all
subsequent integrals are defined, it is natural to expect, at least when f satisfies some

2As we shall see, every not too pathological domain of integration.
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minimal regularity assumptions, to be able to “exchange order of integration” and
affirm that ∫ b

a

Å∫ d

c

f(x, y) dy

ã
dx =

∫ d

c

Å∫ b

a

f(x, y) dx

ã
dy .

It turns out that the assumptions guaranteeing the validity of such an equality are
so cumbersome to state, withing the realm of Riemann’s theory, as to be virtually
impractical.

The issues just presented call for a novel, more flexible (and potentially more widely applicable)
theory of integration. Lebesgue’s insight, for functions of a single real variable, was to stick to
the geometric foundations of Riemann’s definition of integrability (after all, for a sufficiently

nice function f : [a, b] → R≥0, the integral
∫ b
a
f(x) dx should always represent the area of the

region lying below the graph of f), but to allow for more general “building blocks” of integration
than closed intervals; in other words, to replace Riemann sums as in (1.1.1) and (1.1.2) by more
general finite sums

n∑
k=1

f(ck) m(Ik)

where (Ik)1≤k≤n is a partition of the interval [a, b], ck ∈ Ik for all k, and m(Ik) is an appropriate
measure of the size of Ik which extends the lengthm([c, d]) = d−c for intervals. The functionm
should be subject to natural minimal properties, such as translation-invariance and additivity
over finite collections of pairwise disjoint sets. Now, the latter property is not only satisfied
by any reasonable notion of length for subsets of R, but is shared by many other quantities of
disparate origins. In physics, any distribution of matter in Euclidean spaces Rn should verify a
similar requirement; so should any function measuring the probability of occurence of a certain
event in a given random phenomenon. This motivates the abstract, axiomatic approach we
shall develop starting with §1.3.

1.2. Pitfalls of a naive approach: the paradoxes of Vitali and Banach-Tarski

Let us go back to Lebesgue’s quest of extending the interval-length functionm([c, d]) = d−c
to a size function for arbitrary subsets of R. The purpose of this section is to show that a lot
of care is needed in such an endeavour.

We start with a classic construction, showing that the aforementioned, desirable properties
of additivity over pairwise disjoint collections and translation invariance are mutually inconsis-
tent.

Proposition 1.2.1 (Vitali’s counterexample). There is no function µ : P(R) → [0,∞]
satisfying the following properties simultaneously:

(1) for every countable collection (Ei)i∈I of pairwise disjoint subset of R,

µ

Å⋃
i∈I

Ei

ã
=

∑
i∈I

µ(Ei) ;

(2) for every subset E ⊂ R and every x ∈ R,
µ(E + x) = µ(E) ;

(3) µ([0, 1)) = 1.

The argument presented here is well known in the subject, and originally due to the Italian
mathematician Giuseppe Vitali. It relies on the following fundamental (and controversial)
principle of set theory.

Axiom 1.2.2 (The Axiom of Choice). Let (Xi)i∈I be a family of non-empty sets indexed by
a non-empty set I. There exists a function f : I →

⋃
i∈I Xi with the property that f(i) ∈ Xi for

all i ∈ I.
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Formulated differently, the Axiom of Choice asserts that the Cartesian product of a non-
empty family of non-empty sets is non-empty. Indeed, the Cartesian product

∏
i∈I Xi of a

family (Xi)i∈I is precisely defined as the setß
f : I →

⋃
i∈I

Xi : f(i) ∈ Xi for all i ∈ I

™
.

Despite its intuitive appearance, the Axiom of Choice is not a consequence of all other axioms of
the Zermelo-Fraenkel set theory3. In fact, it is equivalent to other two fundamental principles of
set theory, Zorn’s Lemma and the Well Ordering Principle; a classic reference for the axiomatic
approach to naive set theory is Halmos’ textbook [10], a particularly useful condensed version
of which, useful for the entirety of our purposes, can be found in [9, Chapter 0].

Proof. We introduce an equivalence relation ∼ on R declaring that x ∼ y if and only if
x−y ∈ Q. SinceQ is an additive subgroup of R, it is straightforward to verify that∼ is reflexive,
symmetric and transitive, and thus indeed an equivalence relation on R4. The Axiom of Choice
enables us to define a function f : R/ ∼ → R such that the image N = f(R/ ∼) contains
exactly one representative of each equivalence class [x]∼ ∈ R/ ∼. Since each such equivalence
class contains a representative in [0, 1), as is easily seen by considering the fractional part of
any given x ∈ R, we may harmlessly assume that N ⊂ [0, 1).

By definition of N , the real line can be written as the following countable disjoint union of
translates of N :

R =
⊔
q∈Q

N + q . (1.2.1)

For the purpose of a contradiction, suppose there is a function µ : P(R) → [0,∞] with all the
properties claimed in the statement of the proposition. Call c the value µ(N); by the second
property of µ,

µ(N + q) = c

for all q ∈ Q. There are now two possibilities.

(1) Suppose c = 0, then the first property of µ and (1.2.1) give

µ(R) =
∑
q∈Q

µ(N + q) =
∑
q∈Q

0 = 0 ;

on the other hand, the third property of µ, in conjunction with the third one, yields

µ(R) = µ([0, 1)) + µ(R \ [0, 1)) ≥ µ([0, 1)) = 1 .

The last two displayed inequalities are clearly in contradiction with each other.
(2) Suppose c > 0. Then clearly

[0, 2) =
⊔

q∈Q∩[0,1]

N + q .

On the one hand we have

µ([0, 2)) =
∑

q∈Q∩[0,1]

µ(N + 1) =
∑

q∈Q∩[0,1]

c = ∞ ,

by the first property of µ. On the other, the very same property together with the
third one gives

µ([0, 2)) = µ([0, 1)) + µ([1, 2)) = 1 + 1 = 2 ,

3We hasten to observe here that the finitary version of the axiom, namely the statement for a finite index
set I, can be deduced from the other axioms, as opposed to the version for arbitrary I.

4With the induced operation of addition, the quotient set is nothing but the quotient abelian group R/Q.
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where the second equality follows from the second property of µ and the fact that [1, 2)
is a translate of [0, 1). Once again, the last two displayed inequalities are mutually
inconsistent.

We conclude that a function f : P(R) → [0,∞] satisfying the three illustrated properties simul-
taneously does not exist. □

At this point, it is natural to wonder whether we can salvage the situation by requiring the
additivity property to hold only for finite collections of pairwise disjoint sets. However, as shall
clearly emerge in §2, countable additivity is absolutely indispensable for any limiting process to
be valid when computing integrals. What is more, it turns out that, in higher dimensions, not
even finite additivity can be guaranteed. This is due to the celebrated Banach-Tarski paradox.

Proposition 1.2.3 (Banach-Tarski’s paradox). Let n ≥ 3 be an integer, E,F arbitrary
bounded open subsets of Rn. Then there exists partitions (Ei)1≤i≤m and (Fi)1≤i≤m of E and F ,
respectively, such that, for all 1 ≤ i ≤ k, Fi = ϕi(Ei) for some Euclidean isometry ϕi : Rn → Rn.

The notions of bounded set and Euclidean isometry are recalled in §A.1 and §A.2, respec-
tively. Mind the absolutely disconcerting import of the paradox, which amply justifies the
adopted nomenclature: it is possible to cut up a tennis ball into finitely many pieces and rear-
range them in space, via translations or rotations, to form the Sun! Needless to say, the sets Ei
and Fi of Proposition 1.2.3 are far from being geometrically visualizable, and their construc-
tion relies once more on the Axiom of Choice; this fact notwithstanding, the proposition clearly
prevents the existence, when n ≥ 3, of any non-trivial function µ : P(Rn) → [0,∞] which is
finitely additive and invariant under Euclidean isometries: any such µ would necessarily assign
the same value to any bounded open set. For more on the Banach-Tarski paradox and its
relation to the notion of amenability of topological groups, the reader is strongly invited to
consult Terry Tao’s blog post [18].

The only way out is to forgo the pretension to measure the size of every subset of Rn, and
to content ourselves with being able to measure a sufficiently ample class of sets which includes
all those one is likely to ever encounter in practice.

1.3. Measurable spaces and maps

1.3.1. Measurable spaces. We start by axiomatizing the properties of those collections
of sets we want to be able to assign a “measure” to.

Definition 1.3.1 (σ-algebra, Borel space). Let X be a set. A σ-algebra on X is a family
M ⊂ P(X) satisfying the following properties:

(1) ∅ ∈ M and X ∈ M;
(2) if E ∈ M, then Ec ∈ M;
(3) if (Ei)i∈I is a countable collection of elements of M, then

⋃
i∈I Ei ∈ M.

The pair (X,M) is called a measurable space, or a Borel space.

Often in the literature, especially in older texts, the terminology σ-field is adopted in place
of σ-algebra. As we shall see in §1.4, σ-algebras will serve as the domains of measures.

If (X,M) is a measurable space, any E ∈ M is called a measurable set.

Lemma 1.3.2. Let M be a σ-algebra on a set X.

(1) If E,F ∈ M, then E \ F ∈ M.
(2) If (Ei)i∈I is a countable collection of elements of M, then

⋂
i∈I Ei ∈ M.

Proof. We start with the second assertion. For all i ∈ I, the assumption Ei ∈ M implies
that Ec

i ∈ M; it follows that
⋃
i∈I E

c
i ∈ M. Since the complement in X of the latter set is⋂

i∈I Ei, the claim follows.
As for the first assertion, observe that E \ F = E ∩ F c, which is in M since F c ∈ M and

M is closed under countable, hence in particular finite, intersections. □
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Remark 1.3.3. Observe that, in the presence of (2) and (3), condition (1) in Definition 1.3.1
is equivalent to the requirement that M is non empty. Indeed, clearly (1) implies non-emptiness
of M; on the other hand, if M is non-empty, then there is E ∈ M, whence by (2) also Ec ∈ M,
so that X = E ∪ Ec and ∅ = E ∩ Ec ∈ M.

Example 1.3.4. If X is any set, the smallest5 σ-algebra on X is {∅, X}, which is sometimes
called the trivial σ-algebra on X. The largest σ-algebra on X is P(X), known at times as the
discrete σ-algebra on X. The pair (X,P(X)) is then also known as a discrete measurable
space.

Example 1.3.5. If X is any set, then the σ-algebra of countable or co-countable sets in X
is defined as

M = {E ⊂ X : E is countable or Ec is countable} .
It is a σ-algebra: ∅ is countable, and if E is countable or Ec is countable, then the same
automatically holds for Ec. Finally, if (Ei)i∈I is a countable family of elements of M, then
either all of them are countable, and then so is

⋃
i∈I Ei, or there is i0 ∈ I such that Ec

i0
is

countable, in which case Å⋃
i∈I

Ei

ãc
=

⋂
i∈I

Ec
i

is also countable, being contained in Ec
i0
. In both cases, M contains

⋃
i∈I Ei.

Observe that, if X itself is countable, then trivially M = P(X). On the other hand, if
X is uncountable, then M ̸= P(X) (and M ̸= {∅, X}), since it is always possible to find an
uncountable E ⊂ X for which Ec is also uncountable6.

Example 1.3.6. If (Mα)α∈A is a family of σ-algebras on a set X, then

M =
⋂
α∈A

Mα

is a σ-algebra on X. This follows directly from Definition 1.3.1.

From Example 1.3.6, it follows that, given a set X and any family E ⊂ P(X), there always
exists a smallest7 σ-algebra on X containing E. It is known as the σ-algebra generated by E,
denoted as σ(E), and obtained as the intersection of all σ-algebras on X containing E. Notice
that there is always at least one such σ-algebra, namely P(X). The collection E is then called
a generating set for the σ-algebra σ(E).

If (X, τ) is a topological space (see §A.1), then the Borel σ-algebra on X associated to
the topology τ is the σ-algebra generated by τ , that is, by the collection of open subsets of X
for the topology τ . Equivalently, it is the σ-algebra generated by all closed sets. It is denoted
BX , since every time the topology on X will be clear from the context, and thus omitted from
notation; the elements of BX are called Borel sets.

Clearly, not only every open or closed set is a Borel set. Countable unions of closed sets
are Borel sets (though not necessarily closed); these are called Fσ-sets. Similarly, countable
intersections of open sets are Borel sets (though not necessarily open); they are called Gδ-sets

8.

Exercise 1.3.7. Let X be a set. An algebra on X is a collection A of subsets of X
satisfying the following properties:

(1) ∅ ∈ A, X ∈ A;
(2) if E ∈ A, then Ec ∈ A;
(3) if (Ei)i∈I is a finite family of elements of A, then

⋃
i∈I Ei ∈ A.

5With respect to the order relation of inclusion between subsets of P(X).
6This is an exercise in infinite cardinals: we gloss over the details as they are irrelevant for our purposes.
7Again, in the sense of inclusion.
8The subscripts σ and δ come from the German words “Summe” and “Durchschnitt” for “union” and

“intersection”, respectively.
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Thus, any σ-algebra is an algebra, and any algebra which is closed under countable unions is a
σ-algebra.

Show that an algebra A is a σ-algebra provided that it is closed under infinite countable
disjoint unions, namely provided that

⋃
n≥0En ∈ A whenever (En)n≥0 is a sequence of pairwise

disjoint element of A.

Exercise 1.3.8. Let M be an infinite σ-algebra on a set X. Show that M contains an
infinite sequence (En)n≥0 of pairwise disjoint sets, and deduce thatM has at least the cardinality
of the continuum, namely that there is an injective map R → M.

1.3.2. Measurable maps. We now turn to the discussion of “structure-preserving” maps
between measurable spaces.

Definition 1.3.9 (Measurable map). Let (X,MX) and (Y,MY ) be measurable spaces.
A function f : X → Y is measurable with respect to MX and MY if, for all E ∈ MY ,
f−1(E) ∈ MX . We also say that f is (MX ,MY )-measurable.

Observe the formal analogy between the notion of measurable map and the topological
notion of continuous map, which is recalled in §A.1. For both, several natural and desirable
properties are a consequence of the fact that the definition involves inverse images which, as
opposed to direct images, preserve set-theoretic operations.

Example 1.3.10. If (X,MX) is a measurable space, then the identity map idX is obviously
measurable.

Example 1.3.11. If MX = P(X), then any map f : X → Y is (MX ,MY )-measurable.
Similarly, if MY = {∅, Y }, then any map f : X → Y is (MX ,MY )-measurable.

Example 1.3.12. Every constant function f : X → Y is (MX ,MY )-measurable, since
f−1(E) ∈ {∅, X} for all E ∈ MY .

A partial converse of the previous statement is the following: if MX = {∅, X} and MY

separates points9, namely for all y1 ̸= y2 ∈ Y there is E ∈ MY such that y1 ∈ E and y2 /∈ E,
then any (MX ,MY )-measurable map f : X → Y is constant. To see this, argue by contradiction
and assume there are y1 ̸= y2 ∈ f(X); if E ∈ MY contains y1 but not y2, then f

−1(E) ∈ MX

by measurability, and yet f−1(E) is a proper non-empty subset of X, which yields the desired
contradiction.

Lemma 1.3.13. If (X,MX), (Y,MY ) and (Z,MZ) are measurable spaces, f : X → Y and
g : Y → Z are measurable, then g ◦ f : X → Z is measurable.

The proof is obvious, and thus omitted.
Measurability can be checked on generating sets, as illustrated by the following statement.

Lemma 1.3.14. Let (X,MX) and (Y,MY ) be measurable spaces, f : X → Y a map. Let
E ⊂ P(Y ) be a generating set for the σ-algebra MY . Then f is measurable if and only if
f−1(E) ∈ MX whenever E ∈ E.

Proof. One direction is obvious from the definition of measurability. For the converse,
suppose f−1(E) ∈ MX for all E ∈ E, and consider the family

M = {E ∈ MY : f−1(E) ∈ MX} ;

since taking the inverse image is a set-theoretic operation which preserves complements and
unions, it is clear that M is a σ-algebra, and by definition M ⊂ MY . By assumption, E ⊂ M,
whence σ(E) ⊂ M; but σ(E) = MY by hypothesis, so that we conclude M = MY . This shows
that f is measurable. □

Corollary 1.3.15. Let X and Y be topological spaces, f : X → Y a continuous map. Then
f is measurable with respect to the Borel σ-algebras on X and Y .

9This is the case, for instance, for the Borel σ-algebra generated by a Hausdorff topology on Y .
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Proof. The Borel σ-algebra BY is generated by the topology τY on Y . By Lemma 1.3.14,
it suffices to show that f−1(O) is in the Borel σ-algebra BX for every open set O ⊂ Y ; this is
obvious since f−1(O) is open in X, by continuity of f . □

If (X,MX) and (Y, τ) is a topological space, we shall call a map f : X → Y measurable,
without further specification, if it is (MX ,BY )-measurable; a similar terminological convention
shall apply to maps X → Y where (X, τ) is a topological space and (Y,MY ) is a Borel space.

1.3.3. Product and trace σ-algebras. Consider a family (Xα,Mα)α∈A of Borel spaces.
On the product set

X =
∏
α∈A

Xα =

ß
f : A →

⋃
α∈A

Xα : f(α) ∈ Xα ∀α ∈ A

™
we define the product σ-algebra

M =
⊗
α∈A

Mα

as follows: M is the smallest σ-algebra on X for which all canonical projection maps πα : X →
Xα, f 7→ f(α) are (M,Mα)-measurable. Explicitly, M is the intersection of all σ-algebras N
on X with the property that π−1

α (Eα) ∈ N for all Eα ∈ Mα and all α ∈ A. Equivalently, a
generating set for M is

{π−1
α (Eα) : Eα ∈ Mα, α ∈ A} . (1.3.1)

The Borel space (X,M) is called the product Borel space of the (Xα,Mα). It enjoys
the following universal property10. Let (Y,MY ) be a Borel space; if f : Y → X is a (MY ,M)-
measurable map, then the compositions πα ◦ f : Y → Xα are (MY ,Mα)-measurable for all
α ∈ A. Conversely, if fα : Y → Xα is a family of (MY ,Mα)-measurable maps, then there exists
a unique (MY ,M)-measurable map f : Y → X such that fα = πα ◦ f .

Exercise 1.3.16. Show the claimed universal property for the product Borel space.

Remark 1.3.17. If the index set A is countable, then a generating set for the product
σ-algebra is also given by the collection of “boxes”ß∏

α∈A

Eα : Eα ∈ Mα, α ∈ A

™
.

Indeed, it is clear that the σ-algebra generated by the latter collection contains M (regardless
of countability of A). When A is countable, then every box is a countable intersections of sets
from (1.3.1), whence the reverse inclusion holds as well.

When A is uncountable, the σ-algebra generated by boxes is, in general, strictly finer11 than
the product σ-algebra.

Suppose we are in the particular case where the Xα’s are topological spaces, and Mα = BXα

for all α ∈ A. On the product set X we can defined two a priori distinct σ-algebras. The first
one is the product σ-algebra

M =
⊗
α∈A

BXα ;

the second one is the Borel σ-algebra BX determined by the product topology on X (see §A.1).

10We adopt here a standard terminology coming from the theory of categories, an abstract formalism to
deal with mathematical structures and structure-preserving maps; the interested reader is invited to consult
MacLane’s classic textbook [14].

11That is, it contains more sets.
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Proposition 1.3.18. Let M and BX be defined as above. Then

M ⊂ BX .

If A is countable and Xα is second countable (cf. §A.1) for all α ∈ A, then

M = BX .

Proof. For every α ∈ A, the projection map πα : X → Xα is continuous whenX is endowed
with the product topology, hence by Corollary 1.3.15 it is (BX ,BXα)-measurable. By definition
of M, it follows that M ⊂ BX .

Suppose now that A is countable and every Xα is second countable. For each α ∈ A, choose
a countable basis Bα of the topology on Xα. Then BX is generated by the collection

B =

ß⋂
α∈J

Oα : Oα ∈ Bα for all α ∈ J, J ⊂ A finite

™
;

to see this, observe that every open set in X is a union of elements of B (as follows rather
directly from the definition of the product topology), and thus in particular a countable union
thereof, since B itself is countable. It follows that σ(B) contains BX , and is therefore equal
to it. It is on the other hand clear that B ⊂ M, from which it follows that BX ⊂ M, as
desired. □

We let BRn denote, for every integer n ≥ 1, the Borel σ-algebra generated by the Euclidean
topology on Rn. Since the the Euclidean topology on R is second countable (cf. Lemma A.1.7),
Proposition 1.3.18 delivers at once:

Corollary 1.3.19. For every integer n ≥ 1,

BRn =
n⊗
i=1

BR .

Let (X,M) be a Borel space, Y a subset of X. We define the trace of the σ-algebra M
on Y to be the σ-algebra

M|Y = {Y ∩ E : E ∈ M} .
The validity of all axioms of a σ-algebra for M|Y is easily determined. Furthermore, it is
straightforward to check that M|Y is the smallest σ-algebra on Y making the canonical incusion
ι : Y → X measurable. The Borel space (Y,M|Y ), called a measurable subspace of (X,M),
satisfies the following universal property. For every Borel space (Z,MZ), a map f : Z → Y is
(MZ ,M|Y )-measurable if and only if ι ◦ f : Z → X is (MZ ,M)-measurable.

Exercise 1.3.20. Show the claimed universal property for the measurable subspace (Y,M|Y ).
1.3.4. Measurability of real-valued functions. We shall be particularly concerned with

measurable functions with values in R (or C), since those are ultimately the functions we would
like to integrate. For real-valued functions, it suffices to check measurability on subclasses of
intervals.

Proposition 1.3.21. The Borel σ-algebra BR is generated by each of the following collec-
tions:

{(a, b) : a < b ∈ R} , {[a, b) : a < b ∈ R} , {(a, b] : a < b ∈ R} , {[a, b] : a < b ∈ R} ,
{(−∞, a) : a ∈ R} , {(a,+∞) : a ∈ R} , {(−∞, a] : a ∈ R} , {[a,+∞) : a ∈ R} .
Proof. All listed sets are open, closed or the intersection of an open and a closed set; the

σ-algebra generated by each collection is thus trivially contained in BR. We need to show the
converse inclusion.

By definition of the Euclidean metric and topology, every open set in R is a union of open
intervals (a, b), a < b ∈ R. In fact, as the countable subcollection

{(a, b) : a < b, a, b ∈ Q}
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is a basis of the topology (see the proof of Lemma A.1.7), every open set is a countable union of
bounded open intervals. As a consequence, the σ-algebra generated by bounded open intervals
contains BR, and thus must be equal to it.

Every open interval (a, b), a < b ∈ R is the countable union of the half-open intervals
[a+ 1/n, b), n ∈ N∗, whence

BR ⊂ σ({[a, b) : a < b ∈ R})
and must therefore be equal to it.

Similar arguments apply to all other cases; the (instructive) verification is left to the reader.
□

Corollary 1.3.22. Let (X,M) be a Borel space, f : X → R a function. Let E be one of
the families listed in Proposition 1.3.21. The following are equivalent:

(1) f is (M,BR)-measurable;
(2) f−1(E) ∈ M for all E ∈ E.

Proof. The equivalence follows combining Lemma 1.3.14 and Proposition 1.3.21. □

We shall need the extension of the previous corollary to functions with values in the extended
real number system R = R ∪ {±∞}. We endow R with the σ-algebra

BR = {E ⊂ R : E ∩ R ∈ BR} .

The verification that BR is a σ-algebra is routine; the notation is justified by the fact that BR
is the Borel σ-algebra generated by the natural topology on R defined in §A.1.1.

Corollary 1.3.23. Let (X,M) be a Borel space, f : X → R a function. Let

E = {(a,+∞] : a ∈ R} .

The following are equivalent:

(1) f is (M,BR)-measurable;
(2) f−1(E) ∈ M for all E ∈ E.

Proof. The argument relies once more on Lemma 1.3.14, in conjunction with the easily
verified fact that E generates BR. □

Remark 1.3.24. The statement of Corollary 1.3.23 is unaltered when replacing E by any
of the following families:

{[−∞, a) : a ∈ R} , {[a,+∞) : a ∈ R} , {[−∞, a] : a ∈ R} .

This follows again from Lemma 1.3.14 and the fact that each of the above families generates
BR.

1.4. Measures

We are now in a position to introduce the abstract notion of a measure.

Definition 1.4.1 (Measure). Let (X,M) be a measurable space. A measure on (X,M)
is a function µ : M → [0,∞] satisfying the following properties:

(1) µ(∅) = 0;
(2) if (En)n≥0 is a sequence of pairwise disjoint elements of M, then

µ

Å ∞⋃
n=0

En

ã
=

∞∑
n=0

µ(En) .

The triple (X,M, µ) is called a measure space.
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If M is understood from the context, we also speak of µ being a measure on X.
Observe that the condition µ(∅) = 0 is a consequence of the second one in conjunction with

the requirement that µ is not constantly equal to ∞: if En = ∅ for all n ≥ 0, then we deduce

µ(∅) =
∞∑
n=0

µ(∅) ,

where the right-hand side equals ∞ unless µ(∅) = 0. The possibility µ(∅) = ∞ would entail
µ(E) = ∞ for all E ∈ M (owing to the monotonicity property of measures in Proposition 1.4.9),
which is precluded.

Property (2) in the definition is called σ-additivity of a measure. It readily implies finite
additivity, namely the fact that

µ

Å N⋃
n=0

En

ã
=

N∑
n=0

µ(En)

for every finite sequence (En)0≤n≤N of pairwise disjoint measurable sets; it suffice to set En = ∅
for all n > N , and apply the σ-additivity property to the sequence (En)n≥0 thus obtained,
coupled with the fact that µ(∅) = 0.

We give a first list of elementary examples of measures, postponing the task of constructing
much more interesting ones, of geometric nature, to §1.5.

Example 1.4.2 (Dirac measure). Let (X,M) be a Borel space, x ∈ X a point. The Dirac
measure, or Dirac mass at x is the measure δx given by

δx(E) =

®
1 if x ∈ E

0 if x /∈ E
.

The axioms of a measure are readily verified.

Example 1.4.3 (Counting measure). Let (X,M) be a Borel space. The counting measure
on (X,M) is defined as

c(E) = |E| =
∑
x∈E

1

for all E ∈ M. Once again, the axioms of a measure are trivially satisfied.

Example 1.4.4. The two previous examples can be generalized as follows. Let (X,M) be
a Borel space, f : X → [0,∞] a function. Then f induces a measure µf on (X,M) defined as

µf (E) =
∑
x∈E

f(x)

for all E ∈ M. That the axioms of a measure are verified can be established via the theory
of infinite sums over arbitrary indexing sets, which is for convenience summarized in §B. If f
is constantly equal to 1, we obtain µf = c, the counting measure seen in Example 1.4.3. The
Dirac mass δx, for every base point x ∈ X, is obtained as µf for the function f defined by
f(x) = 1, f(y) = 0 for all y ̸= x.

Example 1.4.4 will be vastly generalized in Proposition 2.7.1 on measures with densities
with respect to a given starting measure.

Example 1.4.5. Let X be a set, M the σ-algebra of countable or co-countable subsets of
X, contemplated in Example 1.3.5. Define a function µ : M → [0,∞] by

µ(E) =

®
0 if E is countable

1 if E is co-countable and uncountable
.

It is readily ascertained that µ is a measure on (X,M), since a countable sequence of pairwise
disjoint sets can feature at most one co-countable element. If X is countable, then µ is the
zero measure, namely the measure assigning mass 0 to every measurable set.
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Example 1.4.6 (Sum of measures). Let (µα)α∈A be a family of measures on a given Borel
space (X,M). We define the sum µ =

∑
α∈A µα by the assignment

µ(E) =
∑
α∈A

µα(E)

for all E ∈ M. It is then clear, using the results of §B on infinite sums, that µ is a measure on
(X,M).

We now introduce some standard terminology regarding measures. We say that a measure
µ on a Borel space (X,M) is finite if µ(X) <∞12. If µ(X) = 1, then µ is called a probability
measure, and (X,M, µ) a probability measure space. A measure µ is σ-finite if there is
a countable family (Xi)i∈I of sets Xi ∈ M such that X =

⋃
i∈I Xi and µ(Xi) <∞ for all i ∈ I.

If (X, τ) is a topological space, a Borel measure on X is a measure on (X,BX).

Remark 1.4.7. A finite measure is obviously σ-finite, the converse being not true: the
counting measure on (N.P(N)) (cf. Example 1.4.3) is σ-finite, since N is a countable union of
singletons, but is not finite, since N is an infinite set.

1.4.1. A small aside in probability theory. In the realm of probability theory, the
notion of a probability measure space (X,M, µ) formalizes the data of a set X of possible
outcomes of a certain random experiment, a family of random events M, namely of coIlections
of outcomes E to which a probability µ(E) ∈ [0, 1] of occurring is assigned. If (X,MX , µ) is
a probability measure space and (Y,MY ) is a measurable space, then a measurable function
f : X → Y is routinely called, in the language of probability theory, a random variable.

If X is a set, (Y,MY ) is a measurable space and f : X → Y is a function, then the collection

Mf = {f−1(E) : E ∈ MY }

is a σ-algebra on X, as is easily deduced from the fact that taking inverse images of sets
under maps preserves all set-theoretic operations, in particular unions and complements. In
the context of probability theory, it frequently occurs that (X,MX , µ) is a probability measure
space, so that f is a random variable; in this case the σ-algebra Mf is said to be generated
by f and plays a pivotal role in the study of stochastic processes, for instance in definining the
notion of independence of random variables. We refer the interested reader to [12, 1].

1.4.2. Properties of measures. We introduce now some standard terminology which
shall be widely adopted in the sequel. Let (X,M, µ) be a measure space. A set E ∈ M
such that µ(E) = 0 is called a µ-null set, or simply a null set if no confusion arises. A
given assertion P concerning points of X is said to hold µ-almost everywhere, or almost
everywhere if µ is clear from the context, if there is a µ-null set N ⊂ X such that P holds for
all x ∈ X \N .

An observation that is routinely employed in measure-theoretic arguments is that countable
unions of µ-null sets are µ-null, as follows readily from σ-subadditivity of µ.

Remark 1.4.8. If (X,M, µ) is a probability measure space, then it is customary to say
that a property P holds µ-almost surely instead of µ-almost everywhere, emphasizing the
statistical aspect of the assertion.

If X is a set, we say that a sequence (En)n≥0 of subsets of X is increasing if En ⊂ En+1 for
all n ≥ 0, and decreasing if En ⊃ En+1 for all n ≥ 0.

Proposition 1.4.9. Let (X,M, µ) be a measure space.

(1) (Monotonicity) If E ⊂ F are measurable sets, then µ(E) ≤ µ(F ).

12As a consequence of the forthcoming Proposition 1.4.9, this implies that µ takes values in the closed
interval [0, µ(X)].
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(2) (σ-subadditivity) If (En)n≥0 is a sequence of measurable sets, then

µ

Å⋃
n≥0

En

ã
≤

∞∑
n=0

µ(En) .

(3) (Continuity from below) If (En)n≥0 is an increasing sequence of measurable sets, then

µ

Å⋃
n≥0

En

ã
= lim

n→∞
µ(En) .

(4) (Continuity from above) If (En)n≥0 is a decreasing sequence of measurable sets, and
µ(E0) <∞, then

µ

Å⋂
n≥0

En

ã
= lim

n→∞
µ(En) .

In the last assertion, the assumption that µ(E0) < ∞ is indispensable, as the following
counterexample shows. Let µ be the counting measure on (N,P(N)), and let

En = {m ∈ N : m ≥ n}

for all n ≥ 0. Then (En)n≥0 is decreasing and
⋂
n≥0En = ∅; now µ(∅) = 0, however

lim
n→∞

µ(En) = lim
n→∞

∞ = ∞ .

Remark 1.4.10. (1) For continuity from above to hold, it is sufficient that µ(En0) <∞
for some n0 > 0, as the result phrased in the proposition can then be applied to
(En0+n)n≥0, without altering the intersection nor the limit.

(2) Observe that, if (En)n≥0, is increasing, the limit

lim
n→∞

µ(En)

exists in [0,∞], since the sequence of real numbers (µ(En))n≥0 is increasing. Similarly,
if (En)n≥0 is decreasing and µ(E0) <∞, then the same limit as above exists in [0,∞),
as (µ(En))n≥0 is decreasing.

Proof. We start with the first assertion, and let E ⊂ F be measurable sets. Then F is
the disjoint union of E and F \ E, whence by finite additivity of µ

µ(F ) = µ(E) + µ(F \ E) ≥ µ(E) ,

the last inequality following from the fact that µ takes positive values.
As to the claimed σ-additivity property, let (En)n≥0 be a sequence of measurable sets. We

replace the union
⋃
n≥0En with a disjoint union, by setting F0 = E0 and, inductively on n ≥ 0,

Fn+1 = En+1 \
Å n⋃
i=0

Ei

ã
.

Then it is clear that (Fn)n≥0 is a sequence of pairwise disjoint measurable subsets satisfying⋃
n≥0

Fn =
⋃
n≥0

En .

By σ-additivity of µ, we deduce that

µ

Å⋃
n≥0

En

ã
= µ

Å⋃
n≥0

Fn

ã
=

∞∑
n=0

µ(Fn) ≤
∑
n≥0

µ(En) ,

where the last inequality follows from monotonicity of µ and the fact that Fn ⊂ En for all
n ≥ 0.
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We proceed with the third assertion. Let (En)n≥0 be an increasing sequence of measurable
sets. Define a new sequence (Fn)n≥0 of measurable sets as follows: F0 = E0 and

Fn+1 = En+1 \ En
for all n ≥ 0. Then it is clear that the Fn’s are pairwise disjoint; moreover,⋃

n≥0

Fn =
⋃
n≥0

En ,

whence, by σ-additivity of µ,

µ

Å⋃
n≥0

En

ã
=

∞∑
n=0

µ(Fn) = lim
N→∞

N∑
n=0

µ(Fn) .

By finite additivity of µ, we have

N∑
n=0

µ(Fn) = µ

Å N⋃
n=0

Fn

ã
= µ(E0 ∪ (E1 \ E0) ∪ · · · ∪ (EN \ EN−1)) = µ(EN) ,

from which the claim follows.
Let us now turn to the final assertion, and let (En)n≥0 be a decreasing sequence of measurable

sets with µ(E0) <∞. Define a new sequence (Fn)n≥0 by

Fn = E0 \ En
for all n ≥ 0. Then clearly (Fn)n≥0 is increasing, whence by the previous item of the proposition

µ

Å⋃
n≥0

Fn

ã
= lim

n→∞
µ(Fn) ;

now
µ(Fn) = µ(E0)− µ(En)

since En ⊂ E0 for all n and µ(E0) <∞, and by the same token

µ

Å⋃
n≥0

Fn

ã
= µ

Å
E \

⋂
n≥0

En

ã
= µ(E)− µ

Å⋂
n≥0

En

ã
.

Combining the three last displayed equalities yields the desired result. □

Exercise 1.4.11. Let (En)n≥0 be a sequence of subsets of a given set X. The limit inferior
and limit superior of the sequence are defined, respectively, as

lim inf
n→∞

En =
⋃
n≥0

⋂
k≥n

Ek , lim sup
n→∞

En =
⋂
n≥0

⋃
k≥n

Ek .

(1) Show that

lim inf
n→∞

En = {x ∈ X : x ∈ En for all but finitely many n ≥ 0}

and
lim sup
n→∞

En = {x ∈ X : x ∈ En for infinitely many n ≥ 0}; .

Deduce that the limit inferior is contained in the limit superior, and exhibit an example
showing that the converse inclusion does not hold in general.

(2) Suppose (X,M, µ) is a measure space, and En ∈ M for all n. Show that

µ

Å
lim inf
n→∞

En

ã
≤ lim inf

n→∞
µ(En)

and, if µ
(⋃

n≥0En
)
<∞,

µ

Å
lim sup
n→∞

En

ã
≥ lim sup

n→∞
µ(En) .



1.4. MEASURES 21

Exercise 1.4.12. Let (X,M, µ) be a finite measure space.

(1) Suppose E,F are measurable sets with µ(E △ F ) = 0. Show that µ(E) = µ(F ).
Exhibit an example of two measurable sets E,F with equal measure but satisfying
µ(E △ F ) > 0.

(2) Define a relation ∼ on M by declaring that E ∼ F if and only if µ(E△F ) = 0. Show
that ∼ is an equivalence relation.

(3) Let M/ ∼ be the quotient set of M with respect to the equivalence relation ∼. Show
that the function

ρ : (M/ ∼) × (M/ ∼) → R≥0 , ([E]∼, [F ]∼) 7→ µ(E △ F )

is well defined, and defines a metric on M/ ∼.

1.4.3. Completion of a measure space. Let (X,M, µ) be a measure space, E ∈ M a
set with µ(E) = 0. If F is a subset of X which is contained in F , then monotonicity of µ
yields directly µ(F ) = 0, provided that F ∈ M (which is not necessarily the case). At times, in
measure-theoretic arguments, annoying technical points are avoided if the measure space under
examination has the property that subsets of null sets are measurable (and thus null sets); in
due course we shall see examples of arising potential complications when such a property is not
assumed.

Definition 1.4.13 (Complete measure space). A measure space (X,M, µ) is complete if,
whenever E ⊂ F are subsets of X such that F ∈ M and µ(F ) = 0, then E ∈ M.

It is possible to “complete” an arbitrary measure space by simply adjoining to the σ-algebra
all subsets of null sets, and extending the measure in the obvious way.

Proposition 1.4.14. Let (X,M, µ) be a measure space. Set

Mµ,comp = {E ∪ F : E ∈ M, F ⊂ A for some A ∈ M with µ(A) = 0} .
Define also a function µcomp : Mµ,comp → [0,∞] via

µcomp(E ∪ F ) = µ(E)

for all E ∪ F ∈ Mµ,comp as described above. Then the following assertions hold:

(1) Mµ,comp is a σ-algebra containing M;
(2) µcomp is a measure on Mµ,comp extending µ, namely satisfying µcomp|M = µ;
(3) the measure space (X,Mµ,comp, µcomp) is complete.

The measure space (X,Mµ,comp, µcomp) constructed in the foregoing proposition is called the
completion of the measure space (X,M, µ).

Proof. We begin by showing the first assertion. It is obvious that Mµ,comp contains M
since one may take F = ∅ in the description of the elements of Mµ,comp. It is also clear that
Mµ,comp is closed under countable intersections, since a countable union of µ-null sets in M is
µ-null. To conclude that it is a σ-algebra, we must show that it is closed under complements.
Let thus E ∪ F be an element of Mµ,comp, that is, E ∈ M and F ⊂ A for some A ∈ M with
µ(A) = 0. Since Ac ⊂ F c, the complement (E ∪ F )c = Ec ∩ F c can be written as the union(

Ec ∩ Ac
)
∪
(
F c \ Ac

)
, (1.4.1)

where we observe that Ec ∩ Ac is an element of M, and

F c \ Ac = F c ∩ (Ac)c = F c ∩ A ⊂ A ,

so that (1.4.1) expresses (E ∪ F )c as an element of Mµ,comp.
Let us proceed with the second assertion. To begin with, the function µcomp is well defined:

if E,E ′ ∈ M and F, F ′ are such that E ∪ F = E ′ ∪ F ′ and there are A,A′ ∈ M with µ(A) =
µ(A′) = 0 and F ⊂ A, F ′ ⊂ A′, then

µ(E) ≤ µ(E ′ ∪ A′) = µ(E ′) + µ(A′ \ E ′) = µ(E ′) ,
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since µ(A′ \ E ′) ≤ µ(A′) = 0. By symmetry, µ(E ′) ≤ µ(E), and thus µ(E) = µ(E ′), whence
µcomp is well defined. The fact that µcomp is σ-additive is rather obvious: if (En ∪ Fn)n≥0 is a
collection of pairwise disjoint sets in Mµ,comp, then a fortiori the En’s are pairwise disjoint, so
that

µcomp

Å⋃
n≥0

En ∪ Fn
ã
= µcomp

ÅÅ⋃
n≥0

En

ã
∪
Å⋃
n≥0

Fn

ãã
= µ

Å⋃
n≥0

En

ã
=

∞∑
n=0

µ(En) =
∞∑
n=0

µcomp(En ∪ Fn) ,

using σ-additivity of µ in the process.
Finally, it is straightforward to check that (X,Mµ,comp, µcomp) is complete. Suppose indeed

that a subset N ofX is contained in an element E∪F ∈ Mµ,comp with µcomp(E∪F ) = µ(E) = 0;
then there is A ∈ M with µ(A) = 0 such that F ⊂ A, and thus N ⊂ E ∪ A, the latter being a
µ-null element of M. We infer that N is an element of Mµ,comp as desired. □

Remark 1.4.15. The completion (X,Mµ,comp, µcomp) enjoys the following minimality prop-
erty. If (X,M′, µ′) is a complete measure space extending (X,M, µ), namely verifying M ⊂ M′

and µ′|M = µ, then Mµ,comp is contained in M′ and the restriction of µ′ to Mµ,comp coincides
with µcomp. The (easy) verification of the statement is left to the reader.

1.5. Outer measures and Carathéodory’s construction

In this section we present an abstract procedure, geometric in spirit, to define a measure
on a class of sets, starting with an original “size function” which is preemptively assigned to
a smaller class of sets. More precisely, suppose X is a set, and E ⊂ P(X) is a collection of
“elementary subsets” of X to which some notion of size is assigned, by means of a function
ρ : E → [0,∞]. We would like to extend ρ to a measure µ on a σ-algebra M containing the
original class E , if possible in some reasonably unique way.

Example 1.5.1. Let X = Rn. We would like to define a measure µ on the Borel σ-algebra
BRn which, when restricted to sufficiently nice subsets, gives the ordinary geometric notion of
volume. For instance, it is desirable to ask that

µ
(
[a1, b1)× · · · × [an, bn)

)
= (b1 − a1) · · · (bn − an)

for every rectangle13
∏n

i=1[ai, bi), where ai < bi are real numbers for all 1 ≤ i ≤ n.

The abstract construction presented in this section shall be applied in subsequent ones to
the construction of the Lebesgue measure on Rn and of the Hausdorff measure on an arbitrary
metric space.

1.5.1. Outer measures. We begin with the notion of outer measure, which furnishes
the appropriate replacement of the notion of measure when we would like to assign a size to
every possible subset of a given set, by relaxing the σ-additivity requirement (too strict for the
purpose, as shown in §1.1), while preserving some of the features every reasonable notion of
length, area, volume, mass... should possess.

Definition 1.5.2 (Outer measure). Let X be a set. An outer measure on X is a function
µ∗ : P(X) → [0,∞] satisfying the following properties:

(1) µ∗(∅) = 0;
(2) if E ⊂ F , then µ∗(E) ≤ µ∗(F );

13The reason for the choice of half-open rectangles shall emerge when we will actually construct the Lebesgue
measure, which is a measure with the desired properties.
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(3) if (En)n≥0 is a sequence of subsets of X, then

µ∗
Å⋃
n≥0

En

ã
≤

∞∑
n=0

µ∗(En) .

Thus, an outer measure is a function on the subsets of X which is monotone and σ-
subadditive. Arguing as in the case of a measure, the condition µ∗(∅) = 0 is redundant in
the presence of σ-subadditivity combined with the non-triviality requirement that µ∗ is not
constantly equal to ∞. Also, σ-subadditivity implies finite subadditivity: if (En)0≤n≤N is a
finite sequence of subsets of X, then

µ∗
Å N⋃
n=0

En

ã
≤

N∑
n=0

µ∗(En) .

We are now ready to address our task, made explicit at the beginning of this section.
The point is that any starting notion of size ρ : E → [0,∞] on an original family E ⊂ P(X)
produces an outer measure on X, by approximating every set from outside with countable
covers by elements of E .

Proposition 1.5.3. Let X be a set, E ⊂ P(X) a collection containing ∅, ρ : E → [0,∞] a
function such that ρ(∅) = 0. Define a function µ∗ : P(X) → [0,∞] by the assignment

µ∗(A) = inf

ß ∞∑
n=0

ρ(En) : A ⊂
⋃
n≥0

En, En ∈ E for all n ≥ 0

™
. (1.5.1)

Then µ∗ is an outer measure on X.

Here and throughout, the infimum over the empty set of positive real numbers is intended
to be ∞. Observe that the conditions ∅ ∈ E and ρ(∅) = 0 is not restrictive at all, since it can
always be met by artificially enlarging the domain of any function ρ : E → [0,∞], with E an
arbitrary collection of subsets of X.

Proof. First of all, the function is well defined, which means that it clearly takes positive
values, potentially ∞.

The empty set is covered by the family En = ∅ for all n ≥ 0. Hence

0 ≤ µ∗(∅) ≤
∞∑
n=0

ρ(∅) = 0 ,

and thus µ∗(∅) = 0.
If A ⊂ B, then every countably infinite cover of B by elements of E is also a cover of A,

whence the infimum defining µ∗(A) is taken over a larger collection of real numbers, compared
to the infimum defining µ∗(B). This establishes monotonicity.

We now show σ-subadditivity, the most delicate part of the argument. Let (An)n≥0 be a
sequence of subsets of X; fix ε > 0, and for every n, choose a countably infinite cover (Ej,n)j≥0

of An, consisting of elements of E , such that
∞∑
j=0

ρ(Ej,n) ≤ µ∗(A) +
ε

2n+1
.

Then (Ej,n)j,n≥0 is a countable cover of
⋃
n≥0An, consisting of elements of E , and satisfying∑

j,n≥0

ρ(Ej,n) =
∑
n≥0

∑
j≥0

ρ(Ej,n) ≤
∑
n≥0

µ∗(An) +
ε

2n+1
=

Å∑
n≥0

µ∗(An)

ã
+ ε .

It follows by definition of µ∗(A) that

µ∗(A) ≤ ε+
∑
n≥0

µ∗(An)
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for all ε > 0; taking the infimum over all ε > 0 achieves the conclusion. □

1.5.2. Carathéodory’s construction of a measure from an outer measure. Once
an outer measure on X has been constructed, one would like to derive an actual measure from
it. Carathéodory found the most successful construction for it, which we now turn to present.
It consists of singling out those subsets of X which, together with their complement, “split”
nicely the outer measure of every set, and then of restricting the outer measure to them.

Definition 1.5.4 (Measurable sets with respect to an outer measure). Let µ∗ be an outer
measure on a set X. A set A ⊂ X is called measurable with respect to µ∗, or µ∗-
measurable, if

µ∗(E) = µ∗(E ∩ A) + µ∗(E ∩ Ac)

for all E ⊂ X.

Observe that, by finite subadditivity of µ∗, it always holds that

µ∗(E) ≤ µ∗(E ∩ A) + µ∗(E ∩ Ac) ;

the actual requirement is thus that the opposite inequality holds as well.

Theorem 1.5.5. Let µ∗ be an outer measure on a set X.

(1) The collection Mµ∗ of µ∗-measurable subsets of X is a σ-algebra.
(2) The restriction of µ∗ to Mµ∗ is a measure on (X,Mµ∗), and the measure space

(X,Mµ∗ , µ
∗|Mµ∗ ) is complete.

Proof. We start by showing that Mµ∗ is a σ-algebra. It is plain that ∅ ∈ Mµ∗ since, for
every E ⊂ X,

µ∗(E ∩ ∅) + µ∗(E ∩ ∅c) = µ∗(∅) + µ∗(E) = µ∗(E) .

Furthermore, the definition of µ∗-measurability is obviously stable under taking complements.
It remains to show that Mµ∗ is closed under taking countable unions. Let (An)n≥0 be a

sequence of µ∗-measurable sets, and let E ⊂ X be arbitrary. Since A0 is µ∗-measurable,

µ∗(E) = µ∗(E ∩ A0) + µ∗(E ∩ Ac
0) .

Now, since A1 is µ∗-measurable, we develop further

µ∗(E) = µ∗(E ∩ A0) + µ∗(E ∩ Ac
0 ∩ A1) + µ∗(E ∩ Ac

0 ∩ Ac
1)

= µ∗(E ∩ A0) + µ∗(E ∩ (A1 \ A0)) + µ∗(E ∩ (A0 ∪ A1)
c) .

It is straightforward to check, by induction on n ≥ 1, that

µ∗(E) = µ∗
Å
E ∩
Å n⋃
i=0

Ai

ãcã
+

n∑
m=0

µ∗
Å
E ∩
Å
Am \

m−1⋃
i=0

Ai

ãã
,

with the convention that
⋃−1
i=0Ai = ∅. SinceÅ n⋃

i=0

Ai

ãc
⊃
Å⋃
i≥0

Ai

ãc
,

it follows by monotonicity of µ∗ that

µ∗(E) ≥ µ∗
Å
E ∩
Å⋃
n≥0

An

ãcã
+

n∑
m=0

µ∗
Å
E ∩
Å
Am \

m−1⋃
i=0

Ai

ãã
;

taking the supremum over all n ≥ 0, and applying σ-subadditivity of µ∗, we deduce that

µ∗(E) ≥ µ∗
Å
E ∩
Å⋃
n≥0

An

ãcã
+

∞∑
n=0

µ∗
Å
E ∩
Å
An \

n−1⋃
i=0

Ai

ãã
≥ µ∗

Å
E ∩
Å⋃
n≥0

An

ãcã
+ µ∗
Å
E ∩

⋃
n≥0

An

ã
,

(1.5.2)
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using for the last inequality that⋃
n≥0

E ∩
Å
An \

n−1⋃
i=0

Ai

ã
) = E ∩

⋃
n≥0

An .

Since E is arbitrary, we have thus shown that
⋃
n≥0An ∈ Mµ∗ .

Suppose now, in addition, that the An’s are pairwise disjoint. Then

An \
n−1⋃
i=0

Ai = An

for all n ≥ 0. Apply (1.5.2) with E =
⋃
n≥0An, so as to obtain

µ∗
Å⋃
n≥0

An

ã
≥ µ∗(∅) +

∞∑
n=0

µ∗(An) =
∞∑
n=0

µ∗(An) ;

as the converse inequality holds by σ-subadditivity of µ∗, we have shown that µ∗ is σ-additive
on pairwise disjoint sequences of µ∗-measurable sets, that is, that µ∗|Mµ∗ is a measure.

We are only left with the completeness claim. Suppose thus A ⊂ B are subsets of X, B is
µ∗-measurable and µ∗(B) = 0. We need to show that A is µ∗-measurable. Let thus E ⊂ X be
arbitrary; then

µ∗(E ∩ A) + µ∗(E ∩ Ac) ≤ µ∗(E ∩B) + µ∗(E) ≤ µ∗(B) + µ∗(E) = µ∗(E)

using monotonicity of µ∗ in the first two inequalities. Since E is arbitrary, we conclude that A
is µ∗-measurable.

The theorem is fully established. □

1.5.3. The measure extension theorem. Let us recapitulate the discussion up to this
point of the section. We start with an arbitrary “size function” ρ : E → [0,∞] on a collection
E ⊂ P(X) of “elementary” subsets of X. The function ρ induces an outer measure µ∗ on X
via the formula (1.5.1). In turn, µ∗ can be restricted to the σ-algebra of µ∗-measurable sets,
to form a measure µ on the latter. We are left to address three points, in the spirit of the
discussion at the beginning of the section:

(1) is every elementary set E ∈ E µ∗-measurable?
(2) In the affirmative case, does µ give back the original size function ρ on E?
(3) If the two previous points are met, is µ the unique extension of ρ to the σ-algebra

generated by E14?

If no further requirements are imposed on E and ρ, there is no reason for any of the pre-
vious three to hold. We shall thus impose some additional constraints on E and ρ, which are
good enough for our purposes and yet still flexible enough to be satisfied in a wide variety of
circumstances.

We begin by defining the notion of a semiring of subsets of a given set X.

Definition 1.5.6 (Semiring). Let X be a set. A semiring on X is a collection E ⊂ P(X)
with the following properties:

(1) ∅ ∈ E ;
(2) if A ∈ E and B ∈ E , then A ∩B ∈ E ;
(3) if A ∈ E and B ∈ E , then the difference B \ A is the disjoint union of finitely many

elements of E .

Before proceeding with the sought after measure extension theorem, we give three important
examples of semirings.

14Strictly speaking, we should talk about the restriction of µ to σ(E), for Mµ∗ might a priori be bigger.
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Example 1.5.7 (Rectangles in Euclidean spaces). Let E be the collection of half-open
rectangles in Rn, namely of sets of the form

R = [a1, b1)× · · · × [an, bn)

where ai ≤ bi are real numbers for 1 ≤ i ≤ n. Then E is a semiring. The empty set is obtained
by picking a1 = b1; if

R1 =
n∏
i=1

[ai, bi) , R2 =
n∏
i=1

[ci, di) ,

then

R1 ∩R2 =
∏

1≤i≤n

[ei, fi)

where ei = sup{ai, ci} and fi = inf{bi, di} for all 1 ≤ i ≤ n. Finally, we can write

R1 \R2 =
⋃

1≤j≤n

Å∏
i ̸=j

[ai, bi)×
(
[aj, bj) \ [cj, dj)

)ã
=

Å(
[a1, b1) \ [c1, d1)

)
×

∏
1<i≤n

[ai, bi)

ã⊔
⊔Å(

[a1, b1) ∩ [c1, d1)
)
×

(
[a2, b2) \ [c2, d2)

)
×

∏
2<i≤n

[ai, bi)

ã⊔
. . . ,

the latter being a disjoint union of rectanges since intersections and differences of half-open
intervals [α, β) ⊂ R are of the same form.

Example 1.5.8 (Cylinders in sequence spaces). Let A be a finite set, and consider the
sequence space X = AN, consisting of all sequences (xn)n≥0 of elements of A. A cylinder in X
is a set of the form

Ca1,...,ak
i1,...,ik

= {x = (xn)n≥0 ∈ AN : xij = aj for all 1 ≤ j ≤ k}

where k ∈ N, i1, · · · , ik are distinct natural numbers and a1, . . . , ak ∈ A, with the convention
that the cylinder is empty if k = 0. Then the collection of all cylinders in X is a semiring15.
Verification that the intersection of two cyclinders is a cylinder is straightforward, and left to
the reader; we focus on the complement property. Let thus

C1 = Ca1,...,ak
i1,...,ik

, C2 = Cb1,...,bℓ
j1,...,jℓ

be two cylinders. Assume that the sets of indices {i1, . . . , ik}, {j1, . . . , jℓ} are disjoint; the other
case is similar, and details are omitted. We can write

C1 \ C2 =
⊔

(c1,...,cℓ)∈Aℓ

Ca1,...,ak,c1,...,cℓ
i1,...,ik,j1,...,jℓ

,

whence the symmetric difference is the disjoint union of finitely many cylinders, as desired.

Example 1.5.9 (Products of measurable sets). Let (X,MX), (Y,MY ) be Borel spaces.
Consider the collection of products

E = {E × F : E ∈ MX , F ∈ MY } ⊂ P(X × Y ) .

Then E is a semiring on X×Y . We have ∅ = ∅×∅ ∈ E ; also, if E1, E2 ∈ MX and F1, F2 ∈ MY ,
then

(E1 × F1) ∩ (E2 × F2) = (E1 ∩ E2)× (F1 ∩ F2) ,

15Note, en passant, that the collection of cylinders is a basis for the product topology on X determined by
the discrete topology P(A) on A.
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which lies in E since MX and MY are closed under finite intersections. Finally,

(E1 × F1) \ (E2 × F2) = (E1 \ E2)× F1 ∪ E1 × (F1 \ F2)

= (E1 \ E2)× F1 ⊔ (E1 ∩ E2)× (F1 \ F2) ,

as a direct set-theoretic verification allows to establish. Since MX and MY are closed under
complements and finite intersections, the third property of a semiring is thus proved.

Remark 1.5.10. As regards the previous three examples, observe that half-open rectangles
in Rn generate the Borel σ-algebra BRn , cylinders in X = AN generate the product σ-algebra
P(A)⊗N :=

⊗
n≥0P(A) (which, by virtue of Proposition 1.3.18, coincides with the Borel σ-

algebra induced by the product topology on X), and product sets in X × Y generate the
product σ-algebra MX ⊗ MY . These facts shall be relevant when applying the forthcoming
Theorem 1.5.11 to manufacture important examples of measures on the three given spaces.

We are now ready to state and prove the measure extension theorem, which is the fun-
damental tool we will avail ourselves of in successive sections and chapters to construct the
Lebesgue measure on Rn, the Bernoulli measure on sequence spaces, and product measures on
product sets. In order to better understand the role of the assumptions we shall place on the
starting size function ρ : E → [0,∞] defined on a semiring E , observe that, for ρ to extend to a
measure µ on the σ-algebra σ(E), it is necessary that at least the two following conditions are
fulfilled:

(1) ρ is finitely additive: if (Ei)i∈I is a finite family of pairwise disjoint elements of E with⋃
i∈I Ei ∈ E , then

ρ

Å⋃
i∈I

Ei

ã
=

∑
i∈I

ρ(Ei) ;

(2) ρ is σ-subadditive: if E ∈ E and E ⊂
⋃
n≥0En with En ∈ E for all n ≥ 0, then

ρ(E) ≤
∞∑
n=0

ρ(En) .

The reason for them to hold is that any measure µ restricting to ρ on E satisfies the previous
two properties. It turns out that the latter are sufficient for our purposes.

Theorem 1.5.11 (Measure extension theorem). Let X be a set, E a semiring of subsets of
X, ρ : E → [0,∞] a function which is finitely additive and σ-subadditive as defined above, and
satisfies ρ(∅) = 0. Let µ∗ be the outer measure on X determined by ρ as in Proposition 1.5.3.
Then the following assertions hold.

(i) Every set A ∈ E is µ∗-measurable.
(ii) The restriction of µ∗ to E coincides with ρ.

The theorem thus allows to construct a measure µ on a set X starting from any finitely
additive, σ-subadditive size function ρ defined on a given semiring E on X. Such a measure is
defined on a σ-algebra containing E , namely the σ-algebra of µ∗-measurable sets, where µ∗ is
the outer measure determined by ρ as in the theorem; furthermore, µ equals the size function ρ
on E . Actually, µ comes extended to a complete measure on the (potentially larger) σ-algebra
of µ∗-measurable subsets.

Proof. We start by proving that every A ∈ E is µ∗-measurable. Let E be an arbitrary
subset of X; we need to show that

µ∗(E) ≥ µ∗(E ∩ A) + µ∗(E ∩ Ac) . (1.5.3)

Fix a covering (An)n≥0 of E consisting of elements of E . Then (An ∩ A)n≥0 is a covering of
E ∩ A and (An ∩ Ac)n≥0 is a covering of E ∩ Ac. Whereas An ∩ A ∈ E for all n ≥ 0, directly
from the fact that E is closed under intersections, this is not necessarily the case for An ∩ Ac;
however, we know that, since E is a semiring An ∩ Ac = An \ A is a union of pairwise disjoint
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sets Bn,1, . . . , Bn,kn ∈ E , whence (Bn,j)n≥0,1≤j≤kn is a countable cover of E ∩ Ac consisting of
elements of E . It thus follows from the definition of µ∗ that

µ∗(E ∩ A) ≤
∑
n≥0

ρ(An ∩ A) , µ∗(E ∩ Ac) ≤
∑
n≥0

∑
1≤j≤kn

ρ(Bn,j) .

Now additivity of ρ yields, for all n ≥ 0,

ρ(An ∩ A) +
∑

1≤j≤kn

ρ(Bnj
) = ρ(An) .

Combining the last two displayed inequalities, we deduce

µ∗(E ∩ A) + µ∗(E ∩ Ac) ≤
∑
n≥0

ρ(An) .

The covering (An)n≥0 being arbitrary, this enables us to infer (1.5.3) by definition of µ∗(E).
We now show that µ∗|E = ρ. The definition of µ∗ delivers directly µ∗(E) ≤ ρ(E) for all

E ∈ E , taking the trivial covering (En)n≥0 of E consisting of E0 = E, En = ∅ for all n > 0.
The converse inequality is also a straightforward consequence of the assumptions; fix a covering
(En)n≥0 of E with En ∈ E for all n ≥ 0, and apply σ-subadditivity of ρ, so as to get

ρ(E) ≤
∑
n≥0

ρ(En) .

Since (En)n≥0 is arbitrary, we deduce that ρ(E) ≤ µ∗(E).
The proof is complete. □

1.5.4. Monotone class lemma and uniqueness in the measure extension theorem.
In terms of our discussion at the beginning of the present section, it remains to address the
uniqueness problem, namely whether the restriction µ∗|σ(E) is the unique measure extending ρ
to σ(E). Under the assumptions of Theorem 1.5.11, this is not necessarily the case.

Example 1.5.12. Let X be an uncountable set,

E = {{x} : x ∈ X} ∪ {∅} ,
and define ρ(E) = 0 for all E ∈ E . It is clear that E is a semiring on X and that ρ satisfies the
assumptions of Theorem 1.5.11. A moment’s thought allows to realize that the σ-algebra σ(E)
generated by E is the σ-algebra of countable and co-countable sets, introduced in Example 1.3.5.
For every c ∈ R≥0, define a set function µc : σ(E) → [0,∞] via

µc(A) =

®
0 if A is countable

c if A is co-countable
.

In Example 1.4.5, we showed that µc is a measure for c = 1; the same argument applies to any
c. Now every measure µc extends ρ on E , whence ρ admits an uncountable family of distinct
extensions to a measure on σ(E).

It suffices, however, to add an appropriate σ-finiteness assumption to the hypotheses of
Theorem 1.5.11 to get uniqueness.

Theorem 1.5.13 (Uniqueness in the measure extension theorem). Let assumptions and
notation be as in Theorem 1.5.11. Suppose, in addition, that ρ is σ-finite, in the following
sense: X admits a countable covering (Xi)i∈N consisting of elements Xi ∈ E with ρ(Xi) < ∞
for all i ∈ N. Let ν be a measure on the Borel space (X, σ(E)) such that ν|E = ρ. Then

ν = µ∗|σ(E) .

Remark 1.5.14. Under the assumptions of the theorem, the measure µ∗|σ(E) is obviously
σ-finite.



1.5. OUTER MEASURES AND CARATHÉODORY’S CONSTRUCTION 29

The proof of Theorem 1.5.13 hinges crucially upon a very important measure-theoretic
fact16, known as the monotone class lemma. Before stating and proving it, let us ask ourselves
a natural question: suppose µ, ν are measures on a Borel space (X,M), what can we say about
the properties of the collection

M = {E ∈ M : µ(E) = ν(E)}

of measurable sets on which the two measures coincide? This leads us naturally to make the
following definition.

Definition 1.5.15 (Monotone class). Let X be a set. A monotone class on X is a
collection M ⊂ P(X) satisfying the following properties:

(1) X ∈ M ;
(2) if A ⊂ B are elements of M , then B \ A ∈ M ;
(3) if (An)n≥0 is an increasing sequence of elements of M , then

⋃
n≥0An ∈ M .

Thus, for instance, any σ-algebra is a monotone class, but the converse does not hold.
Monotone classes arise naturally as sets of coincidence for two measures.

Lemma 1.5.16. Let (X,M) be a measurable space, µ and ν finite measures on (X,M) with
µ(X) = ν(X). Then the collection

M = {E ∈ M : µ(E) = ν(E)}

is a monotone class.

Proof. The proof is elementary. First, X ∈ M directly from the assumption. Secondly, if
A ⊂ B satisfy µ(A) = ν(A) and µ(B) = ν(B), then finite additivity of measures gives

µ(B \ A) = µ(B)− µ(A) = ν(B)− ν(A) = ν(B \ A) ,

using crucially in the first and last equality that µ and ν are finite measures. We have thus
shown that B \ A ∈ M . Finally, if (An)n≥0 is an increasing sequence of measurable sets with
µ(An) = ν(An) for all n ≥ 0, continuity from below of measures yields

µ

Å⋃
n≥0

An

ã
= lim

n→∞
µ(An) = lim

n→∞
ν(An) = ν

Å⋃
n≥0

An

ã
,

whence
⋃
n≥0An ∈ M . □

Just as for σ-algebras, it is plain that the intersection of an arbitrary family of monotone
classes is a monotone class. Thus, we can speak of the monotone class generated by an arbitrary
collection E ⊂ P(X), indicated with M (E), defined as the intersection of all monotone classes
containing E , P(X) being always among those. It is the coarsest monotone class containing E .

Since every monotone class is a σ-algebra, it always holds that M (E) ⊂ σ(E); equality fails
in general, but holds in a very important case.

Theorem 1.5.17 (Monotone class lemma). Let X be a set, E ⊂ P(X) a collection of subsets
which is closed under finite intersections: for all E,F ∈ E, E ∩ F ∈ E. Then

M (E) = σ(E) .

Proof. Assigned in exercises. □

We are now in a position to prove uniqueness in the measure extension theorem.

Proof of Theorem 1.5.13. Let ν be a measure on σ(E) satisfying ν|E = ρ, and set
µ = µ∗|σ(E). We aim to show that µ = ν.

16It is, for instance, exceedingly relevant in probability theory.
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Let (Xi)i∈N be a countable cover of X with Xi ∈ E and ρ(Xi) <∞ for all i ∈ N. We claim
that, without loss of generality, we can assume that the Xi’s are disjoint. To see this, observe
that it is possible to first replace the family (Xi)i∈N with the family (X ′

i)i∈N defined as

X ′
0 = X0 , X ′

n = Xn \
⋃

0≤m≤n−1

Xm =
⋂

0≤m≤n−1

Xn \Xm for all n ≥ 1;

now, since E is a semiring, we can write, for all 0 ≤ m ≤ n− 1,

Xn \Xm =
⊔
λ∈Λm

Eλ

with Λm a finite index set and Eλ ∈ E for all λ ∈ Λm. Distributivity of the intersection with
respect to the union gives⋂

0≤m≤n−1

⊔
λ∈Λm

Eλ =
⊔

(λ0,...,λn−1)∈Λ0×···×Λn−1

Eλ0 ∩ · · · ∩ Eλn−1 ,

where each element of the last disjoint union is in E . We have thus expressed each X ′
n as a

finite disjoint union of elements of E , all of which together (as n ranges in N) can be reordered
and taken as the new σ-finite cover of X, consisting now of pairwise disjoint sets.

For all i ∈ N, define two measures µi and νi on σ(E) by
µi(A) = µ(A ∩Xi) , νi(A) = ν(A ∩Xi) .

Verification that the axioms of a measure are satisfied is straightforward, and thus left to the
reader. We first claim that, if we show µi = νi for all i ∈ N, then we can conclude the proof.
Indeed, we would then have, for all A ∈ σ(E),

µ(A) =
∑
i∈N

µ(A ∩Xi) =
∑
i∈N

µi(A) =
∑
i∈I

νi(A) =
∑
i∈N

ν(A ∩Xi) = ν(A) .

Let us thus fix an i ∈ N. The family

Mi = {B ∈ σ(E) : µi(B) = νi(B)}
is a monotone class in light of Lemma 1.5.16; observe, for this purpose, that µi and νi are finite
and

µi(X) = µ(Xi) = ρ(Xi) = ν(Xi) = νi(X)

since both µ and ν extend ρ. Furthermore, Mi contains E : if E ∈ E , then E ∩Xi ∈ E and thus

µi(E) = µ(E ∩Xi) = ρ(E ∩Xi) = ν(E ∩Xi) = νi(E) .

Since E is a semiring, it is closed under finite intersections; by the monotone class lemma
(Theorem 1.5.17), we conclude that Mi contains M (E) = σ(E), and is thus equal to σ(E).
This finishes the proof. □

1.5.5. A first example: Bernoulli measures on sequence spaces. Our first appli-
cation of the measure extension theorem is of paramount relevance in probability theory: it
concerns the construction of an appropriate probabilistic model for a random experiment, with
finitely many outcomes, performed an infinite number of times, each independently from the
previous trials.

Consider a sequence space X = AN, where A is a finite set; we have already introduced them
in Example 1.5.8. Think of A as the set of possible outcomes of one single experiment. Each
element of X is thus an infinite sequence of independent experiments. Let p = (pa)a∈A ∈ RA be
a probability vector, namely pa ≥ 0 for all a ∈ A and

∑
a∈A pa = 1. For all a ∈ A, pa represents

the probability we assign to the outcome a of a single experiment. If we want different trials
to be independent, it is natural to assign a probability

ρ(Ca1,...,ak
i1,...,ik

) = pa1 · · · pak
to every cylinder Ca1,...,ak

i1,...,ik
⊂ X. If E is the family of all cylinders, then the previous assignment

defines our starting size function ρ : E → [0, 1].
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Notice first that E generates the Borel σ-algebra BX determined by the topology τ defined
as the product topology of the discrete topologies P(A) on each factor. Equivalently, in view of
Proposition 1.3.18, BX = P(A)⊗N is the product of the discrete σ-algebras P(A) on each factor.
To see that E generates BX , observe first that each cylinder C is open for the product topology,
being a finite intersections of preimages π−1

n (a) for a ∈ A and πn : X → A the projection onto the
n-th coordinate. More is true, namely cylinders form a basis for the topology τ ; the elementary
verification is left to the reader. It follows that every open set for τ is a (necessarily countable,
as there are countably many distinct cylinders) union of cylinders, and thus contained in σ(E),
the latter being hence equal to BX .

In order to apply Theorem 1.5.11, we need to verify that ρ is finitely additive and σ-
subadditive on cylinders. The argument for finite additivity is much akin in spirit to the one
for σ-subadditivity, to which we thus turn. Let C be a cylinder covered by a sequence of
cylinders (Cn)n≥0. Observe that each cylinder is not only open, as already pointed out, but
also closed, as the complement of a cylinder can easily be expressed as a finite union of cylinders.
The topological space (X, τ) being compact, as product of finite (and thus compact) topological
spaces (cf. Proposition A.3.2), every cylinder is compact as well. As a consequence, there is a
finite subcollection (Cj)j∈J of {Cn : n ∈ N} which covers C, and it will clearly suffice to show
that

ρ(C) ≤
∑
j∈J

ρ(Cj)

in order to establish σ-subadditivity. Let thus

C = Ca1,...,ak
i1,...,ik

, Cj = C
b1,j ,...,bkj,j

i1,j ,...,ikj,j

for all j ∈ J . Let N denote the supremum of all indices

i1, . . . , ik and i1,j, . . . , ikj ,j for all j ∈ J ;

Then we can consider the finite set X ′ = A{0,...,N}, equipped with the discrete topology, and
endow it with the probability measure µN defined by

µN(a0, . . . , aN) = p0 · · · pN

for all (a0, . . . , aN) ∈ X ′17. Now the cylinders C,Cj correspond naturally to cylinders C ′, C ′
j in

X ′, obtained simply by discarding the tail (an)n>N of each word (an)n≥0 ∈ X. Obviously, C ′ is
contained in the union of the C ′

j’s, and finite subadditivity for a measure yields

µN(C
′) ≤

∑
j∈J

µN(C
′
j) .

Finally, observe that an elementary calculation with finite sums, using the fact that∑
(a1,...,ak)∈Ak

pa1 · · · pak =

Å∑
a∈A

pa

ãk
= 1

for all integers k ≥ 1, yields

µN(C
′) = ρ(C) and µN(C

′
j) = ρ(Cj) for all j ∈ J,

from which our claim follows.
Combining Theorems 1.5.11 and 1.5.13, and observing as a last point that the size function

ρ is obviously σ-finite (in fact, it is finite), the outcome of the discussion in this subsection if
the following statement.

17It is an instance of the measures determined by functions, seen in Example 1.4.4.
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Proposition 1.5.18. Let A be a finite set, X = AN, equipped with the σ-algebra BX =
P(X)⊗N. Let p = (pa)a∈A be a probability vector. There exists a unique measure µ on (X,BX)
such that

µ({(xn) ∈ X : xi1 = a1, . . . , xik = ak}) = pa1 · · · pak
for every {i1, . . . , ik} ⊂ N and a1, . . . , ak ∈ A. Moreover, µ is a probability measure.

The measure µ is called the Bernoulli measure on X determined by the probability vector
p; it is routinely denoted by pN, a notation motivated by the setting of product measures which
is the subject of Chapter ??.

1.6. The Lebesgue measure on Rn

Our prime application of Theorem 1.5.11 is the construction of the Lebesgue measure on
Euclidean spaces Rn. We let E ⊂ P(Rn) be the family of half-open rectangles of the form

R = [a1, b1)× · · · × [an, bn)

where a1 ≤ b1, . . . , an ≤ bn are real numbers and the rectangle is meant to be empty as soon as
ai = bi for some 1 ≤ i ≤ n. For every R =

∏n
i=1[ai, bi) ∈ E , we set

ρ(R) =
n∏
i=1

(bi − ai) .

We have already shown in Example 1.5.7 that E is a semiring; also, trivially ρ(∅) = 0. Before
pursuing the verification that ρ is finitely additive and σ-subadditive, let us immediately settle
the following point.

Lemma 1.6.1. The collection E generates the Borel σ-algebra on Rn.

Proof. First, every element

R =
n∏
i=1

[ai, bi) ∈ E

is Borel-measurable, as it is the countable intersection of the open sets
n∏
i=1

(ai − 1/k, bi) , k ≥ 1 integer.

On the other hand, every open rectangle
n∏
i=1

(ai, bi)

lies in σ(E), being the countable union of the half-open rectangles
n∏
i=1

[ai + 1/k, bi) , k ≥ 1 integer ;

The collection of open rectangles is a basis for the Euclidean topology on Rn. Since Rn is second
countable, every open cover of a subset Y ⊂ Rn admits a countable subcover, and thus every
open set is a countable union of open rectangles. As such, it is contained σ(E), from which we
concludee that BRn ⊂ σ(E), as desired. □

We now address the task of showing that ρ is finitely additive and σ-subadditive. As we
shall see, σ-subadditivity shall follow from finite subadditivity via a compactness argument
as in §1.5.5; in turn, finite subadditivity will be a fairly straightforward consequence of finite
additivity. We thus begin with the latter property. Let R =

∏
1≤i≤n[ai, bi) ∈ E be a rectangle

which is the finite disjoint union of rectangles Rj ∈ E , j ∈ J . The crucial geometric observation,
which considerably simplifies computations, is that we can further partition each Rj as a finite
disjoint union of rectangles Rλ ∈ E , λ ∈ Λj (with the Λj’s being pairwise disjoint sets of indices)
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in such a way that the resulting collection (Rλ)λ∈⋃j∈J Λj
, whose union is R, consists of rectangles

arranged in a “grid”, in the following sense: for all 1 ≤ i ≤ n, there is a partition of [ai, bi) into
finitely many half-open intervals Iα, α ∈ Ai, such that for all λ ∈

⋃
j∈J Λj we can write

Rλ =
∏

1≤i≤n

Iαi

for some αi ∈ Ai, 1 ≤ i ≤ n. The same “grid-property” holds for all collections (Rλ)λ∈Λj
, j ∈ J ,

as well. Figure ?? illustrates, in two dimensions, how to obtain such a grid-like configuration
starting from an arbitrary cover by rectangles.

Now showing finite additivity of ρ when the disjoint union consists of rectangles arranged
in a grid is an elementary matter, simply involving distributivity of the product with respect
to the sum of real numbers. Verification of this fact is left to the reader. Using it, we get

ρ(R) =
∑

λ∈
⋃

j∈J Λj

ρ(Rλ) =
∑
j∈J

∑
λ∈Λj

ρ(Rλ) =
∑
j∈J

ρ(Rj) ,

which is the desired finite additivity.
Let us now show how finite additivity implies finite subadditivity18, namely that if R ∈ E

is contained in a finite union of sets Rj ∈ E , 0 ≤ j ≤ J , then

ρ(R) ≤
∑

0≤j≤J

ρ(Rj) .

Upon replacing Rj with Rj ∩ R, which is an element of E , and using monotonicity of ρ on
rectangles (which follows readily from finite additivity and the semiring properties), we may
assume without loss of generality that R =

⋃
0≤j≤J Rj. Resorting to the same argument as in

the beginning of the proof of Theorem 1.5.13, we define

R′
0 = R0 , R′

j = Rj \
⋃

0≤i≤j−1

Ri for all 1 ≤ j ≤ J ,

noting that the union of the R′
j’s is R, and write every R′

j
19 as

R′
j =

⊔
λ∈Λj

Rλ

for some finite index set Λj and some Rλ ∈ E for all λ ∈ Λj. Similarly, for all 0 ≤ j ≤ J , we
have

Rj \R′
j = Rj ∩

Å ⋃
0≤i≤j−1

Ri

ã
=

⋃
0≤i≤j−1

Rj ∩Ri ,

whence Rj \R′
j is a finite union of elements of E , and we can thus write

Rj \R′
j =

⊔
σ∈Σj

Rσ

for some finite set Σj and some Rσ ∈ E for all σ ∈ Σj. Note that both families (Λj)0≤j≤J and
(Σj)0≤j≤J consists of pairwise disjoint sets. Now finite additivity of ρ gives us

ρ(R) =
∑

0≤j≤J

∑
λ∈Λj

ρ(Rλ) ≤
∑

0≤j≤J

∑
λ∈Λj ,σ∈Σj

ρ(Rλ) + ρ(Rσ) =
∑

0≤j≤J

ρ(Rj) ,

which is the sought after inequality.

18What follows is a general argument, holding for any finitely additive function ρ defined on a semiring of
subsets of a given set X.

19Notice that, despite the notation, each R′
j is not necessarily a rectangle.
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Finally, let us demonstrate how a compactness argument enables us to extend finite subad-
ditivity to σ-subadditivity. Let

R =
∏

1≤i≤n

[ai, bi)

be contained in the union of a sequence (Rm)m∈N with

Rm =
∏

1≤i≤n

[ai,m, bi,m) ,

and fix ε > 0. Pick bi(ε) ∈ (ai, bi)
20, for all 1 ≤ i ≤ n, in such a way that

ρ

Å ∏
1≤i≤n

[ai, bi(ε))

ã
≥ ρ(R)− ε

2
; (1.6.1)

similarly, for all m ∈ N and 1 ≤ i ≤ n, pick ai,m(ε) < ai,m in such a way that

ρ

Å ∏
1≤i≤n

[ai,m(ε), bi,m)

ã
≤ ρ(Rm) +

ε

2m+2
. (1.6.2)

The compact rectangle ∏
1≤i≤n

[ai, bi(ε)]

is contained in the union, as m ranges in N, of the open rectangles∏
1≤i≤n

(ai,m(ε), bi,m) ;

therefore, there is some M ∈ N such that∏
1≤i≤n

[ai, bi(ε)) ⊂
∏

1≤i≤n

[ai, bi(ε)] ⊂
⋃

0≤m≤M

∏
1≤i≤n

(ai,m(ε), bi) ⊂
⋃

0≤m≤M

∏
1≤i≤n

[ai,m(ε), bi,m) .

Finite subadditivity of ρ, in conjunction with (1.6.1) and (1.6.2), gives

ρ(R) ≤ ε

2
+ ρ

Å ∏
1≤i≤n

[ai, bi(ε))

ã
≤ ε

2
+

∑
0≤m≤M

ρ

Å ∏
1≤i≤n

[ai,m(ε), bi,m)

ã
≤ ε

2
+ ε

∑
0≤m≤M

1

2m+2
+

∑
0≤m≤M

ρ(Rm) ≤ ε+
∑
m≥0

ρ(Rm) .

Taking the infimum over all ε > 0 achieves the conclusion.
The function ρ is obviously σ-finite: Rn is the union of the half-open rectangles [−N,N)n, N ∈

N. The combination of Theorems 1.5.11 and 1.5.13 allows us to conclude:

Theorem 1.6.2. For every integer n ≥ 1, there exists a unique measure L n on the Borel
space (Rn,BRn) such that

L n
(
[a1, b1)× · · · × [an, bn)

)
= (b1 − a1) · · · (bn − an)

for all real numbers a1 < b1, . . . , an < bn.

Definition 1.6.3 (Lebesgue measure on Rn). The unique measure L n whose existence is
guaranteed by Theorem 1.6.2 is called the Lebesgue measure on (Rn,BRn).

We shall also indicate with L n the Lebesgue outer measure, that is, the outer measure
determined (as in (1.5.1), as usual) by the volume function ρ defined on half-open rectangles.
Thus, L n is a function defined on P(Rn), extending ρ and restricting to a measure on BRn .
Observe that, actually, and directly from Theorem 1.5.11, L n restricts to a complete measure
(which, again, we call L n, specifying every time the domain on which we are considering it)
on a larger Borel space (X,ML n), where ML n is the σ-algebra of L n-measurable subsets,

20Without loss of generality ai < bi for all 1 ≤ i ≤ n, else there is nothing to prove.



1.6. THE LEBESGUE MEASURE ON RN 35

which we shall henceforth refer to as Lebesgue measurable sets. We shall prove in §?? that
the are Lebesgue measurable sets which are not Borel measurable, that is, that BRn is strictly
contained in ML n , and that (Rn,ML n ,L n) is the completion of (Rn,BRn ,L n).

If f : Rn → C is a function, we say that f is Lebesgue-measurable if it is measurable
with respect to ML n on the domain (and BC, as usual, on the target set).

Remark 1.6.4. We will show this more constructively, but the fact that BRn is strictly
contained in ML n (and, as a matter of fact, much smaller than it) could also be shown via a
pure cardinality argument. It is a fact that the σ-algebra generated by an infinite collection
of sets having at most the cardinality of the continuum, has the cardinality of the continuum
(we refer the interested reader to [9, §1.6]). This applies in particular to the Borel σ-algebra
BRn , which is generated by open rectangles. On the other hand, we shall shortly see that there
are Borel subsets of Rn with zero Lebesgue measure and the cardinality of the continuum. If
C ⊂ Rn is any such set, then P(C) ⊂ ML n by completeness. Now it is a well known set-
theoretic fact that the cardinality of P(C) is strictly larger than the one of C, and thus ML n

has cardinality strictly larger than the continuum.

Remark 1.6.5. Since every open rectangle R =
∏

1≤i≤n(ai, bi) can be written as⋃
k∈N∗

∏
1≤i≤n

[ai + 1/k, bi) ,

continuity from below of L n gives

L n(R) = lim
k→∞

∏
1≤i≤n

(bi − ai − 1/k) =
∏

1≤i≤n

(bi − ai) .

Similarly, any closed rectangle R′ =
∏

1≤i≤n[ai, bi] can be written as⋂
k∈N∗

∏
1≤i≤n

[ai, bi + 1/k) ,

and continuity from below of L n yields

L n(R′) =
∏

1≤i≤n

(bi − ai) .

Thus, as naturally expected, the Lebesgue measure of rectangles is not affected by whether we
include endpoints of the intervals or not.

We collect the fundamental properties of the Lebesgue measure in the following proposition,
phrasing them in their utmost generality, namely considering the Lebesgue outer measure.

Proposition 1.6.6. Let L n be the Lebesgue outer measure on Rn. The following assertions
hold.

(1) L n|MLn is an infinite, σ-finite measure.
(2) L n is translation-invariant: for every set E ⊂ Rn and every x ∈ Rn,

L n(E + x) = L n(E) .

(3) L n scales as follows under homotheties: for every set E ⊂ Rn and every λ ∈ R,
L n(λE) = |λ|nL n(E) .

(4) L n(A) = 0 for every countable set21 A ⊂ Rn.
(5) L n(O) > 0 for every non-empty open set O ⊂ Rn.
(6) L n(K) <∞ for every compact set K ⊂ Rn.

Proof. It is assigned in the exercises. □

21Notice that countable sets are countable unions of singletons, and as such Fσ sets: in particular, they are
Borel measurable.
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Remark 1.6.7. (1) In subsequent chapters, we shall see how L n behaves, more gen-
erally with respect to (2) and (3) in the proposition, with respect to diffeomorphisms
between open subsets of Rn. In particular, we shall prove that L n is invariant under
all Euclidean isometries.

(2) When examining regularity properties of Borel measures on Euclidean spaces, we shall
prove that L n, as an outer measure, satisfies the following two approximation prop-
erties, often of tremendous utility:

• for every E ⊂ Rn,

L n(E) = inf{L n(U) : E ⊂ U, U open} ;

• for every Lebesgue-measurable set E ⊂ Rn,

L n(E) = sup{L n(K) : K ⊂ E, K compact} .
1.6.1. More Lebesgue null sets: the middle-third Cantor set. In this subsection,

we focus on the Lebesgue measure L 1 on the real line R. We have seen that L 1 (and, more
generally, L n) assigns zero mass to every countable set. In particular, we see here a first
instance of the phenomenon of “lack of interaction”22 between measure theory and topology:
there are subsets of R (more generally, of Rn) which are large from the topological point of
view, namely dense, and yet negligible from the (Lebesgue) measure-theoretic perspective: an
example is the set Q of rational numbers.

On the other hand, L n gives positive mass to any non-empty open set. It turns out, as a sort
of intermediate behaviour between the latter two cases, there are many “large” subsets of R with
zero Lebesgue measure, where “large” here is intended with respect to cardinality. Spefically,
there are sets C ⊂ R in bijection with R, namely with the cardinality of the continuum, such
that L 1(C) = 0.

The classical example is the middle-third Cantor set C, whose construction we now
present. We define a hierarchy of closed subintervals of the unit interval [0, 1] in the following
way. We start with I0 = [0, 1], which is the only interval appearing in the zero-th generation;
the first generation is obtained from E0 by removing the “middle-third” interval (1/3, 2/3), so
as to obtain the two intervals I1,1 = [0, 1/3] and I1,2 = [2/3, 1]. We continue this procedure
inductively: at every step n ≥ 1, the n-th generation of intervals consists of 2n disjoint closed
intervals In,1, . . . , In,2n , of length 3−n, each of which gives rise to two new disjoint subintervals
of length 3−(n+1), by removing from it the “middle-third segment” from it. The middle-third
Cantor set is then defined as the intersection

C =
⋂
n≥0

⋃
1≤k≤2n

In,k .

As a decreasing intersection of non-empty compact sets (namely of the unions of all closed
intervals at a fixed generation), C is non-empty23. In fact, C is quite large:

Lemma 1.6.8. For every x ∈ [0, 1], let
∑

n≥1 an3
−n be the expansion of x in base 3, with

an ∈ {0, 1, 2} for all n ≥ 1 and where, for each triadic rational j/3k, k ≥ 1, 0 ≤ j ≤ 3k, we
choose the expansion with infinitely many 2’s. Then

C =

ß
x =

∑
n≥1

an3
−n ∈ [0, 1] : an ̸= 1 for all n ≥ 1

™
.

We summarize the properties of the middle-third Cantor set in the following proposition.

Proposition 1.6.9. The middle-third Cantor set C ⊂ R satisfies the following properties:

(1) C is compact, totally disconnected, with empty interior and without isolated points;

22In §?? we shall see that, from various other standpoints, topology and measure theory interact nicely for
the Lebesgue measure, and more generally for a class of Borel measures known as Radon measures.

23Without appealing to topology, this fact is easily seen by observing that all endpoints of the intervals In.k
belong to C: the “removal” process never affects them. This already shows that C is infinite.
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(2) C is in bijection with R;
(3) L 1(C) = 0.

Proof. The first two assertions are part of the exercises.
As to the last, measure-theoretic claim, continuity of L 1 from above yields

L 1(C) = lim
n→∞

L 1

Å ⋃
1≤k≤2n

In,k

ã
= lim

n→∞

∑
1≤k≤2n

L 1(In,k) = lim
n→∞

2n

3n
= 0 .

□

Remark 1.6.10. Observe that non-emptiness of the interior of C can be deduced from the
fact that L 1(C) = 0: since every non-empty open set O ⊂ R has positive Lebesgue measure,
the same is a fortiori true, by monotonicity, of any set with non-empty interior.

1.7. Lebesgue-Stieltjes measures on the real line

As a further application of Theorem 1.5.11, we now turn our attention to the class of Borel
measures µ on the real line (that is, measures on the Borel space (R,BR)) with the property
that µ(K) is finite for every compact K ⊂ R. In the terminology to be introduced in later
chapters, these are Radon measures on the real line.

To motivate our forthcoming discussion, suppose first µ is a Borel probability measure on
R. In probability theory, an object of interest is the distribution function of µ, namely the
function Fµ : R → R defined as

Fµ(x) = µ((−∞, x])

for all x ∈ R. Notice that Fµ completely determines the probability measure µ: if Fν = Fµ
for a second Borel probability measure ν on R, then µ and ν agree on the collection of closed
half-lines (−∞, x], which is closed under finite intersections, and generates the Borel σ-algebra
BR by virtue of Proposition 1.3.21. The Monotone Class Lemma (Theorem 1.5.17), coupled
with Lemma 1.5.16, delivers µ = ν.

Notice that the function Fµ is increasing, namely Fµ(x1) ≤ Fµ(x2) for all x1 ≤ x2 ∈ R,
simply because of monotonicity of µ; furthermore, continuity from above of µ implies that Fµ
is right-continuous: for every x ∈ R and every sequence (xn)n≥0 decreasing to x,

Fµ(x) = µ((−∞, x]) = µ

Å⋂
n≥0

(−∞, xn]

ã
= lim

n→∞
µ((−∞, xn]) = lim

n→∞
Fµ(xn) . (1.7.1)

Does every increasing, right-continuous function F : R → [0, 1] arise as the distribution function
of a Borel probability measure on R? More generally, we would like to consider Borel measures
µ which are only required to be finite on compact sets; however, if µ is infinite, then defining Fµ
as in (1.7.1) makes little sense, as it might well happen that Fµ(x) = ∞ for all x (such as with
µ = L 1). The appropriate replacement in contained in the following theorem, giving a one-
to-one correspondence between increasing, right-continuous functions R → R, up to constant
translation, and Borel measures on R which are finite on compact sets.

Theorem 1.7.1. (1) Let F : R → R be an increasing, right-continuous function. Then
there exists a unique Borel measure µF on R satisfying

µ((a, b]) = F (b)− F (a)

for all a < b ∈ R. If G : R → R is another such function, then µG = µF if and only if
G− F is a constant function.

(2) Let µ be a Borel measure on R such that µ(I) <∞ for every bounded interval I ⊂ R.
Define a function F : R → R by

F (x) =


µ((0, x]) if x > 0

0 if x = 0

−µ((x, 0]) if x < 0

.
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Then F is increasing and right-continuous, and µ = µF .

For instance, the Lebesgue measure L 1 corresponds, under the theorem, to all functions of
the form F (x) = x+ C, as C ranges in R.

The measure µF determined, as in the theorem, by an increasing, right-continuous function
F : R → R is called the Lebesgue-Stieltjes measure associated to F .

Proof of Theorem 1.7.1. It is relegated to the exercises. □

1.8. Metric outer measures and Hausdorff measures

If X is a topological space, a Borel measure on X is a measure on the measurable space
(X,BX) where BX is the Borel σ-algebra on X.

Recall that, if (X, d) is a metric space and A,B ⊂ X, the distance between A and B is
defined as

d(A,B) = inf{d(a, b) : a ∈ A, b ∈ B} .
Definition 1.8.1 (Borel and metric outer measure). Let X be a topological space. A

Borel outer measure on X is an outer measure µ∗ on X with the property that every Borel
set A ⊂ X is measurable with respect to µ∗.

Let (X, d) be a metric space. A metric outer measure on X is an outer measure µ∗ on
X such that, for every A,B ⊂ X, the condition d(A,B) > 0 implies

µ∗(A ∪B) = µ∗(A) + µ∗(B) .

Thus, an outer measure on a metric space is a metric outer measure if it is additive on
subsets which are well separated by the distance function.

If µ∗ is a Borel outer measure on a topological space X, then the restriction of µ∗ to the
Borel σ-algebra BX is a Borel measure on X.

Proposition 1.8.2. Let (X, d) be a metric space, µ∗ a metric outer measure on X. Then
µ∗ is a Borel outer measure on X, endowed with the topology induced by d.

Proof. It suffices to show that every open set is µ∗-measurable. Let thus O ⊂ X be open,
and E ⊂ X arbitrary; we need to show that

µ∗(E) ≥ µ∗(E ∩O) + µ∗(E ∩Oc) .

Define, for every integer n ≥ 1,

On = {x ∈ O : d(x,Oc) > 1/n} .
Then On ⊂ On+1 for all n, and

⋃
n≥1On = O, since Oc is closed and thus coincides with

{x ∈ X : d(x,Oc) = 0}. Observe that, by construction, for every fixed n ≥ 1, the sets On and
Oc are d-separated, since d(On, O

c) ≥ 1/n > 0, hence

µ∗(E) ≥ µ∗(E ∩ (On ∪Oc)) = µ∗(E ∩On) + µ∗(E ∩Oc) ,

for µ∗ is a metric outer measure. It follows that

µ∗(E) ≥ µ∗(E ∩Oc) + lim
n→∞

µ∗(E ∩On) ,

where the limit exists by monotonicity of µ∗ (and equals the supremum of the given quantity
over all n ≥ 1). The conclusion follows from the following lemma, whose proof is part of the
exercises, and which gives a sort of continuity from below of metric outer measures on separated
increasing sequences of sets.

Lemma 1.8.3. Let µ∗ be a metric outer measure on a metric space (X, d), (En)n≥0 an
increasing sequence of subsets of X, E =

⋃
n≥0En. Suppose that

d(E \ En+1, En) > 0 (1.8.1)

for every n ≥ 0. Then
µ∗(E) = lim

n→∞
µ∗(En) .
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In our case, for En = E ∩ On, it is clear by construction that (1.8.1) holds: if x ∈ En and
y ∈ E \ En+1, let ε > 0 be strictly smaller than 1

n
− 1

n+1
, and choose z ∈ Oc such that

d(y, z) ≤ 1

n+ 1
+ ε .

Then the reverse triangle inequality gives

d(x, y) ≥ d(x, z)− d(y, z) >
1

n
− 1

n+ 1
− ε > 0 ,

so that (1.8.1) holds by taking the infimum on the left-hand side of the previous inequality,
over all x ∈ En and y ∈ E \ En+1. □

1.8.1. Hausdorff measures. Let (X, d) be a metric space. For every real number s ≥ 0,
we shall define the s-dimensional Hausdorff measure on (X,BX). The construction will require
a limiting process; we thus fix a parameter δ > 0, which we will ultimately let tend to 0, and
define a function H s

δ : P(X) → [0,∞] as

H s
δ (A) = inf

ß ∞∑
n=0

diam(En)
s : A ⊂

⋃
n≥0

En, diam(En) ≤ δ ∀n ∈ N
™
,

where we recall that diam(E) = sup{d(x, y) : x, y ∈ E} for all E ⊂ X.
By virtue of Proposition 1.5.3 applied to the collection Eδ = {E ⊂ X : diam(E) ≤ δ} and

to the function ρδ,s(E) = diam(E)s, E ∈ E , we deduce at once that H s
δ (A) is an outer measure

on X. It is clear that δ1 ≤ δ2 implies H s
δ1
(A) ≥ H s

δ2
(A) for all A ⊂ X; we define a function

H s : P(X) → [0,∞] by
H s(A) = sup

δ>0
H s

δ (A) = lim
δ→0

H s
δ (A) .

We call H s the s-dimensional Hausdorff measure on (X, d).

Proposition 1.8.4. For every s ≥ 0, H s is a metric outer measure on X; as a conse-
quence, it is a Borel outer measure.

Proof. We need to show first that H s is an outer measure, and then that it is additive
on pairs of sets which are separated by the distance d. The second assertion is then a corollary
of Proposition 1.8.2.

Monotonicity of H s and the fact that H s(∅) = 0 follow directly from the analogous
properties for all H s

δ , δ > 0. As to σ-subadditivity, let (An)n≥0 be a sequence of subsets of X,
and fix δ > 0. Then the fact that H s

δ is an outer measure yields

H s
δ

Å⋃
n≥0

An

ã
≤

∞∑
n=0

H s
δ (An) ≤

∞∑
n=0

H s(An) ,

the last bound following by definition of H s. Taking the supremum over δ > 0 on the left-hand
side of the last-displayed inequality, we deduce that

H s

Å⋃
n≥0

An

ã
≤

∞∑
n=0

H s(An) ,

as desired.
Finally, let A,B ⊂ X be such that d(A,B) > 0. We need to show that H s(A ∪ B) ≥

H s(A)+H s(B), as the reverse inequality holds automatically by the already established fact
that H s is an outer measure. Fix δ > 0 such that 2δ < d(A,B), and let (En)n≥0 be a sequence
of sets of diameter at most δ such that

A ∪B ⊂
⋃
n≥0

En .

We may assume without loss of generality that En ∩ (A ∪ B) ̸= ∅ for all n ≥ 0. Due to our
choice of δ, the family (En)n≥0 can be partitioned into two countable subfamilies (Ei)i∈I and
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(Ej)j∈J consisting, respectively, of those elements in (En) intersecting A and B non-trivially.
We then have

∞∑
n=0

diam(En)
s =

∑
i∈I

diam(Ei)
s +

∑
j∈J

diam(Ej)
s ≥ H s

δ (A) + H s
δ (B) ,

where the last inequality follows from the obvious fact that (Ei)i∈I is a covering of A and
(Ej)j∈J is a covering of B, both consisting of sets of diameter at most δ. Taking the infimum
over all such coverings (En)n≥0 of A ∪B, we deduce that

H s
δ (A ∪B) ≥ H s

δ (A) + H s
δ (B) ,

and taking the limit as δ → 0 on both sides of the previous inequality, the conclusion is
achieved. □

Remark 1.8.5. If the metric space (X, d) is separable, then every subset A of X admits,
for every δ > 0, a countable cover by sets of diameter at most δ. It suffices to take balls of
radius δ/2 centered at points in a given countable dense subset. If (X, d) is not separable, on
the other hand, there is typically a wealth of subsets A of X not admitting any such countable
cover, for no choice of δ > 0. For all those sets A, we have H s

δ (A) = ∞, since the quantity is
defined as the infimum over an empty family, and thus H s(A) = ∞.

This is the reason why Hausdorff measures furnish a good notion of size only on separable
metric spaces.

Recall the notions of isometry and of C-Lipschitz function between metric spaces from §A.2.

Lemma 1.8.6. Let (X, dX) and (Y, dY ) be metric spaces, f : X → Y a C-Lipschitz function,
for some C > 0. Then, for all s ≥ 0 and all A ⊂ X,

H s(f(A)) ≤ CsH s(A) .

If f is an isometry, then
H s(f(A)) = H s(A) .

Proof. Suppose first f : X → Y is C-Lipschitz for some C > 0. Let (En)n≥0 be a covering
of A by sets of diameter at most δ. Then (f(En))n≥0 is a covering of f(E) by sets of diameter
at most Cδ, whence

H s
Cδ(f(A)) ≤

∞∑
n=0

diam(f(En))
s ≤ Cs

∞∑
n=0

diam(En)
s .

Taking the infimum on the right-hand side, over all possible such covers (En)n≥0, we deduce
that

H s
Cδ(f(A)) ≤ CsH s

δ (A) ,

whence the conclusion follows by taking the limit as δ → 0 on both sides.
If f is an isometry, all previous inequalities become equalities, and the conclusion follows

all the same. □

Proposition 1.8.7. Let (X, d) be a metric space, A a subset of X, 0 ≤ r < s.

(1) If H r(A) <∞, then H s(A) = 0.
(2) If H s(A) > 0, then H r(A) = ∞.

The second assertion is simply the contrapositive of the first one; we prefer, however, to
emphasize its content in light of the forthcoming definition of Hausdorff dimension.

Proof. As just observed, it suffices to prove the first assertion. Suppose thus H r(A) <∞,
and let δ > 0. Choose a covering (En)n≥0 of A by sets of diameter at most δ such that

∞∑
n=0

diam(En)
r < H r(A) + 1 .
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Then
∞∑
n=0

diam(En)
s =

∞∑
n=0

diam(En)
rdiam(En)

s−r ≤ δs−r
∞∑
n=0

diam(En) < (H r(A) + 1)δs−r ,

whence, by definition of the Hausdorff s-measure,

H s
δ (A) ≤ (H r(A) + 1)δs−r ;

taking the limit as δ → 0 of the above inequality achieves the conclusion. □

Definition 1.8.8 (Hausdorff dimension). Let (X, d) be a metric space, A a subset of X.
The Hausdorff dimension of A is defined as

dimH(A) = sup{r ≥ 0 : H r(A) = ∞} = inf{s ≥ 0 : H s(A) = 0} . (1.8.2)

Observe that equality holds in (1.8.2) between the supremum and the infimum due to
Proposition 1.8.7. A further consequence of the latter is the alternative characterization

dimH(A) = sup{r ≥ 0 : H r(A) > 0} = inf{s ≥ 0 : H s(A) <∞} .
The following corollary follows readily from the definition of Hausdorff dimension and

Lemma 1.8.6.

Corollary 1.8.9. Let (X, dX) and (Y, dY ) be metric spaces, f : X → Y a Lipschitz func-
tion. Then, for all A ⊂ X,

dimH(f(A)) ≤ dimH(A) .

If f is an isometry, then
dimH(f(A)) = dimH(A) .





CHAPTER 2

Integration

After having examined measures in the opening chapter, we now turn to the Lebesgue theory
of integration on abstract measure spaces. It vastly generalizes Riemann theory of integration
on Euclidean spaces; on the other hand, as already alluded to in the foregoing chapter, it
moves from the same geometric intuition of the integral of a positive function, say on the real
line, as the area of the region situated between the real axis and the graph of the function.
As it happens, this geometric adherence of the notion of integral furnishes equally the most
intuitive notion of expected value (or average value) of a random variable, namely of integral of
a measurable function defined over a probability space. Just as step functions are the building
blocks of integration for the Riemann integral of the line, simple functions, which are a natural
abstract generalization thereof, are the building blocks of integration according to Lebesgue.

We remind the reader that the following convention is in place. Whenever (X,M) is a
Borel space and f : X → R or f : X → C is a function, we say simply that f is measurable, or
M-measurable, if it is (M,BR) or (M,BC)-measurable, respectively.

2.1. Measurable functions with values in number systems

Throughout this section, we fix a Borel space (X,M).
If f : X → C is a function, we define the real and the imaginary parts of f as the functions

ℜf : X → R, ℑf : X → R, given by

ℜf(x) = ℜ(f(x)) ; ℑf(x) = ℑ(f(x))

for all x ∈ X.

Lemma 2.1.1. A function f : X → C is measurable if and only if both ℜf and ℑf are
M-measurable.

Proof. The set C, as a topological space, is identified with R2 with the Euclidean topology;
the claim thus follows from the fact thatBR2 = BR⊗BR (see Corollary 1.3.19) and the universal
property of the product σ-algebra. □

Sums, products and quotients of real-(or complex-)valued functions are defined pointwise:
if f, g : X → R are two functions, we set

f + g(x) = f(x) + g(x) , fg(x) = f(x)g(x) ,
f

g
(x) =

f(x)

g(x)

for all x ∈ X, the latter in case g(x) ̸= 0 for all x ∈ X.

Lemma 2.1.2. If f, g : X → R are measurable, the same is true of the sum f + g and the
product fg. If g(x) ̸= 0 for all x ∈ X, the same assertion holds for f/g.

Proof. Both claims are consequences of the continuity of the field operations on R. We
detail the argument just for the sum, the one for products and quotients being identical.

If f, g : X → R are measurable, then the function X → R×R, x 7→ (f(x), g(x)) is measur-
able with respect to the product σ-algebra BR⊗BR. Now f +g is obtained as the composition
of the previous function with the sum function R×R → R, (x, y) 7→ x+ y, which is continuous
with respect to the Euclidean topologies on R2 and R, and hence measurable with respect to
BR⊗BR, owing to Corollaries 1.3.15 and 1.3.19. The conclusion follows from Lemma 1.3.13. □

43
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Remark 2.1.3. An analogous statement holds, with the same proof, for complex-valued
functions.

Lemma 2.1.4. Let (fn)n≥0 be a family of measurable functions fn : X → R. Then the
functions

inf
n≥0

fn , sup
n≥0

fn , lim inf
n→∞

fn , lim sup
n→∞

fn

are measurable.

Proof. By definition of the inferior and superior limit, it suffices to prove the claim for
infn≥0 fn and supn≥0 fn.

We start with infn≥0 fn. By virtue of Corollary 1.3.23 (and its related Remark 1.3.24), it
suffices to show that

{x ∈ X : inf
n≥0

fn(x) < a}

is measurable for all a ∈ R. The definition of infimum of a collection of real numbers readily
yields that the last displayed set equals the union⋃

n≥0

{x ∈ X : fn(x) < a} ,

which is a countable union of measurable sets. The measurability claim is thus proved.
As for supn≥0 fn, we argue similarly, observing that, for every a ∈ R, we have equality

{x ∈ X : sup
n≥0

fn(x) > a} =
⋃
n≥0

{x ∈ X : fn(x) > a} .

□

Since the limit of a sequence, when it exists, coincides with its inferior limit (and with its
superior limit), we deduce at once the following corollary.

Corollary 2.1.5. Let (fn)n≥0 be a family of measurable functions fn : X → R. Suppose
that, for every x ∈ X, the limit

lim
n→∞

fn(x)

exists in R. Then the function f(x) = limn→∞ fn(x) is measurable.
The same assertion holds for the pointwise limit of a sequence of measurable C-valued func-

tions.

2.2. Integral of simple functions

Henceforth in this chapter, until explicit mention to the contrary, we work over a fixed
measure space (X,M, µ). The characteristic function1 of a subset E ⊂ X is indicated with χE.
We point out the properties

χEc = 1− χE , χE∩F = χE χF , χE =
∑
n≥0

χEn if E =
⊔
n≥0

En ,

holding for all subsets E,F,En (n ≥ 0) of X.
Observe that χE is a measurable function if and only if E is a measurable set.

Definition 2.2.1 (Simple function). Let (X,M) be a Borel space. A simple function on
X is a measurable function f : X → C such that there exist finitely many ci ∈ C, i ∈ I, and
Ei ∈ M, i ∈ I, with

f =
∑
i∈I

ciχEi
. (2.2.1)

1Also known as indicator function, especially in probability theory, where the terminology “characteristic
function” is reserved for the Fourier transform of the distrinbution of an Rd-valued random variable.
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In other words, a measurable function is simple if it is a linear combination, with complex
coefficients, of measurable characteristic functions.

Remark 2.2.2. We express it in yet more abstract linear algebraic terms: the set of simple
functions X → C is the C-vector subspace of CX generated by the characteristic functions χE,
E ∈ M.

It is equivalent to define a simple function as a measurable function X → C with finite
image, namely such that f(X) is a finite set. If this is the case, then clearly

f =
∑

z∈f(X)

zχf−1(z) , (2.2.2)

where f−1(z) ∈ M for all z ∈ f(X) by measurability of f .
It is plain that a given simple function f admits infinitely many distinct representations of

the form (2.2.1). The specific representation in (2.2.2) is called the standard representation
of f as a simple function. It enjoys2 the additional property that it expresses f as a linear
combination of characteristic functions of pairwise disjoint measurable sets covering the whole
space X.

Definition 2.2.3 (Integral of a simple function). Let (X,M, µ) be a measure space,
f : X → R≥0 a simple function, with standard representation

f =
∑
i∈I

ciχEi
.

The integral of f with respect to µ, indicated with∫
X

f dµ ,

is defined as the quantity ∑
i∈I

ci µ(Ei) .

Here a fundamental arithmetical convention is in place: if ci = 0 and µ(Ei) = ∞ for some
i ∈ I, then 0 · ∞ is set to be equal to 0, the point being that µ-null sets should not affect the
integral of any function. On the other hand, if µ(Ei) = ∞ and ci ̸= 0, then ci · µ(Ei) = ∞.
Therefore, the integral of a simple function takes values in the extended half-line [0,∞].

Further widely adopted notation for the integral is any of the following:∫
X

f(x) dµ(x) ,

∫
X

f(x) µ(dx) ,

∫
X

f(x) µ(x) ,

∫
f dµ ,

∫
f ,

the last two when either X or both X and µ are understood from the context. The notation

µ(f)

is also frequently encountered, especially when f is a continuous function on a topological space
and µ is a Borel measure on it. We reserve §?? for the treatment of integration of continuous
functions on locally compact topological spaces.

The same notational remark applies to integrals of more general measurable functions, to
be discussed shortly.

Remark 2.2.4. The following observation shall prove to be ofter relevant in the sequel. Let
f : X → R be a simple function, expressed as a linear combination

f =
∑
i∈I

ciχEi

2But it is clearly not the unique one enjoying such a property.
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of characteristic functions of measurable sets which are pairwise disjoint. Upon enlarging the
families (Ei)i∈I and (ci)i∈I , we can assume that the Ei’s are a partition of X, namely that
X =

⋃
i∈I Ei. Notice that such a representation may not be the standard representation of f ,

since we might have ci = cj for some i ̸= j ∈ I. However, it still holds that∫
X

f dµ =
∑
i∈I

ciµ(Ei) .

Indeed, it is clear that, if ∑
j∈J

djFj

is the standard representation of f , then {dj : j ∈ J} is a subset of {ci : i ∈ I}, and we can
partition I as the disjoint union

I =
⋃
j∈J

Ij

with Fj =
⋃
i∈Ij Ei for all j ∈ J and dj = ci for all j ∈ J and i ∈ Ij. Hence, finite additivity of

µ yields ∫
X

f dµ =
∑
j∈J

djµ(Fj) =
∑
j∈J

dj
∑
i∈Ij

µ(Ei) =
∑
j∈J

∑
i∈Ij

ciµ(Ei) =
∑
i∈I

ciµ(Ei) .

Lemma 2.2.5. Let f, g : X → R≥0 be simple functions.

(1) If c ∈ R≥0, then cf is a simple function3 and∫
X

cf dµ = c

∫
X

f dµ .

(2) The sum f + g is a simple function, and∫
X

f + g dµ =

∫
X

f dµ+

∫
X

g dµ .

(3) If f ≤ g, then ∫
X

f dµ ≤
∫
X

g dµ .

Proof. The first assertion is obvious: if

f =
∑
i∈I

ciχEi

is a simple function expressed in standard representation, then∑
i∈I

cciχEi

is a representation of cf of the type discussed in Remark 2.2.4 (if c ̸= 0, it is actually the
standard representation of cf), whence∫

X

cf dµ =
∑
i∈I

cciµ(Ei) = c
∑
i∈I

ciµ(Ei) = c

∫
X

f dµ .

Let now
g =

∑
j∈J

djχFj

be a second simple function, expressed in standard representation. Then

f + g =
∑

i∈I, j∈J

(ci + dj)χEi∩Fj

3Clearly, cf is a simple function for all c ∈ R; the restriction c ≥ 0 is only in place to talk about the integral,
which so far has been defined only for positive functions.
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is a representation of f + g as a finite linear combination of characteristic functions of a mea-
surable partition of X. As established in Remark 2.2.4, we then have∫

X

f + g dµ =
∑

i∈I, j∈J

(ci + dj)µ(Ei ∩ Fj) =
∑

i∈I, j∈J

ciµ(Ei ∩ Fj) +
∑

i∈I, j∈J

djµ(Ei ∩ Fj)

=
∑
i∈I

ci
∑
j∈J

µ(Ei ∩ Fj) +
∑
j∈J

dj
∑
i∈I

µ(Ei ∩ Fj) =
∑
i∈I

ciµ(Ei) +
∑
j∈J

djµ(Fj)

=

∫
X

f dµ+

∫
X

g dµ ,

using finite additivity of µ in the second-to-last step.
Finally, if f ≤ g, then ci ≤ dj for all i ∈ I and j ∈ J such that Ei ∩ Fj ̸= ∅, so that, again

invoking Remark 2.2.4,∫
X

f dµ =
∑

i∈I, j∈J

ciµ(Ei ∩ Fj) =
∑

i∈I, j∈J, Ei∩Fj ̸=∅

ciµ(Ei ∩ Fj) ≤
∑

i∈I, j∈J, Ei∩Fj ̸=∅

djµ(Ei ∩ Fj)

=
∑

i∈I, j∈J

djµ(Ei ∩ Fj) =
∫
X

g dµ .

□

2.3. Integral of positive functions

The integral of positive simple functions extends to the integral of positive measurable
functions via an approximation procedure from below.

Definition 2.3.1 (Integral of a positive function). Let (X,M, µ) be a measure space,
f : X → [0,∞] a measurable function. The integral of f with respect to µ, indicated with∫

X

f dµ ,

is defined as the quantity

sup

ß∫
X

φ dµ : 0 ≤ φ ≤ f, φ simple

™
. (2.3.1)

Observe that the supremum in the definition is always taken over a non-empty family, since
the constant function φ = 0 is simple and satisfies φ ≤ f . The integral

∫
X
f dµ plainly takes

values in [0,∞].
As should be expected, the definition agrees with Definition 2.2.3 when f is a simple func-

tion: one inequality follows from the fact that f itself belongs to the family of simple functions
φ such that 0 ≤ φ ≤ f , while the reverse one stems from monotonicity in Lemma 2.2.5.

It is also evident from the definition that, if f, g : X → [0,∞] are measurable functions with
f ≤ g, then ∫

X

f dµ ≤
∫
X

g dµ ,

since the supremum definining the latter integral is taken over a larger family with respect to
the supremum defining the former.

The definition (2.3.1) involves the supremum over a typically huge collection of functions.
We shall now see that it actually suffices to consider an increasing sequence of simple functions
converging to f , in order to compute

∫
X
f dµ. The notion of pointwise and uniform convergence

of a sequence of functions enters the next statement: we refer to §A.4.

Proposition 2.3.2. Let (X,M) be a Borel space, f : X → [0,∞] a measurable function.
Then there exists a sequence (φn)n≥1 of simple functions φn : X → [0,∞] such that

φ1 ≤ φ2 ≤ · · · ≤ φn ≤ · · ·
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and

φn
n→∞−→ f

pointwise on X. Furthermore, the convergence is uniform over all subsets of X over which f
is bounded.

Proof. Fix an integer n ≥ 1, and define a function φn : X → R≥0 as follows. We partition
X into measurable sets as

X = {x ∈ X : f(x) ≥ 2n} ∪
Å ⋃
0≤k<22n integer

{x ∈ X : k2−n ≤ f(x) < (k + 1)2−n}
ã
,

and define

φn(x) =

®
k2−n if k2−n ≤ f(x) < (k + 1)2−n for some 0 ≤ k < 22n

2n if f(x) ≥ 2n
.

Since φn takes on finitely many values, and the preimage under φn of each such value is
measurable by construction, φn is a simple function.

Fix now a point x ∈ X; then φn(x) = k2−n for some integer 0 ≤ k ≤ 22n, and so k2−n ≤
f(x) < (k + 1)2−n, with the understanding that k + 1 = ∞ if k = 22n. It follows that either

2k · 2−(n+1) ≤ f(x) < (2k + 1)2−(n+1)

or

(2k + 1)2−(n+1) ≤ f(x) < (2k + 2)2−(n+1) ;

in the former case,

φn+1(x) = 2k · 2−(n+1) = φn(x) ,

and in the latter case

φn+1(x) = (2k + 1)2−(n+1) > φn(x)

which shows that the sequence (φn)n≥1 is increasing.
As far as the pointwise convergence claim is concerned, it is obvious if f(x) = ∞, since then

φn(x) = 2n for all n ≥ 1. If f(x) < ∞, choose an integer N ≥ 1 such that f(x) < 2N . For
every n ≥ N , choose an integer 0 ≤ kn < 22n such that kn2

−n ≤ f(x) < (kn + 1)2−n. Then
φn(x) = kn2

−n, and thus

|f(x)− φn(x)| = f(x)− kn2
−n < ((kn + 1)− kn)2

−n = 2−n ,

which shows that φn(x) tends to f(x) as n→ ∞.
Let now Y be a subset of X on which f is bounded: there is M > 0 such that f(x) ≤ M

for all x ∈ Y . If N ≥ 1 is an integer chosen so that M < 2N , the previous argument4 shows
that

sup
x∈Y

|f(x)− φn(x)| ≤ 2−n

for all n ≥ N , which establishes the desired uniform convergence over Y . □

Remark 2.3.3. In general, even if f(x) is finite for all x ∈ X, uniform convergence cannot
be upgraded to the entire space. In the exercises, it is asked to find a counterexample.

Exercise 2.3.4. Let (X,M) be a measurable space, f : X → C a measurable function.
Show that there is a sequence (ϕn)n≥1 of simple functions X → C such that

0 ≤ |ϕ1| ≤ · · · ≤ |ϕn| ≤ · · · ≤ |f |

and, as n→ ∞, ϕn → f pointwise, and uniformly on every set on which f is bounded.

4Notice that, even though kn depends on x, this doesn’t affect the validity of the “uniform” conclusion.
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Once we know that every measurable functions with values in [0,∞] can be approximated
by an increasing sequence of positive simple functions, it remains to ascertain that taking the
supremum over such a specific sequence amounts to taking the full supremum in (2.3.1). This
is ensured by the first important convergence theorem in the theory of integration we will
discuss, which will serve as a basis for all the others, and ultimately hinges upon the countable
additivity property of a measure.

Theorem 2.3.5 (Monotone Convergence Theorem). Let (X,M, µ) be a measure space,
(fn)n≥0 a sequence of measurable functions fn : X → [0,∞] such that

f0 ≤ f1 ≤ · · · ≤ fn ≤ · · · .

Then ∫
X

lim
n→∞

fn(x) dµ(x) = lim
n→∞

∫
X

fn(x) dµ(x) .

Before delving into the proof, let us consider a special case, which will serve as an inspiration
for the argument. If fn = χEn for an increasing sequence of measurable sets En, n ≥ 0, then
limn→∞ fn = χE for E =

⋃
n≥0En, and thus the statement of the Monotone Convergence

Theorem amounts in this case to continuity from below of µ.

Proof. Observe first that the limit

lim
n→∞

fn(x)

exists in [0,∞] for all x ∈ X, since the sequence (fn(x))n≥0 is increasing. Furthermore, the
assignment

x 7→ f(x) := lim
n→∞

fn(x)

defines a measurable function X → [0,∞], as results from Corollary 2.1.5. Since plainly f ≥ fn
for all n ≥ 0, monotonocity of the integral for positive functions yields∫

X

f(x) dµ(x) ≥ sup
n≥0

∫
X

fn(x) dµ(x) = lim
n→∞

∫
X

fn(x) dµ(x) .

We need to show the converse inequality. Let thus φ be a simple function with 0 ≤ φ ≤ f , and
fix 0 < α < 1. Define, for all n ≥ 0,

En = {x ∈ X : fn(x) ≥ αφ(x)} .

Then En is measurable for all n ≥ 0 since fn and φ are measurable; furthermore, the sequence
(En)n≥0 is increasing and X =

⋃
n≥0En, as follows from αφ < f and fn → f as n→ ∞. Now∫

X

fn dµ ≥
∫
X

fnχEn dµ ≥
∫
X

αφχEn dµ . (2.3.2)

Notice that φχEn is a simple function; also, if φ =
∑

i∈I ciχAi
is the standard representation of

φ, then by Remark 2.2.4 we have∫
X

φχEn dµ =
∑
i∈I

ciµ(Ai ∩ En)
n→∞−→

∑
i∈I

ciµ(Ai) =

∫
X

φ dµ , (2.3.3)

where the claimed convergence is given by continuity of µ from below. Combining (2.3.2)
and (2.3.3), and using Lemma 2.2.5(1), we get

lim
n→∞

∫
X

fn dµ ≥ α

∫
X

φ dµ .

Taking the supremum over all φ and over all α achieves the conclusion, in light of (2.3.1). □
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A first consequence of the Monotone Convergence Theorem is additivity of the integral of
positive functions: if f, g : X → [0,∞] are measurable, then∫

X

f + g dµ =

∫
X

f dµ+

∫
X

g dµ .

To see this, choose increasing sequences (φn)n≥0 and (ψn)n≥0 of simple functions such that φn →
f and ψn → g as n→ ∞. The existence of such sequences is guaranteed by Proposition 2.3.2.
Then the sequence of sums (φn + ψn)n≥0 is increasing and converges to the sum f + g. By the
Monotone Convergence Theorem,∫

X

f + g dµ = lim
n→∞

∫
X

φn + ψn dµ = lim
n→∞

∫
X

φn dµ+ lim
n→∞

∫
X

ψn dµ =

∫
X

f dµ+

∫
X

g dµ ,

using additivity of the integral for simple functions (cf. Lemma 2.2.5) in the second equality.

Corollary 2.3.6. Let (X,M, µ) be a measure space, (fn)n≥0 a sequence of measurable
functions X → [0,∞]. Then ∫

X

∞∑
n=0

fn dµ =
∞∑
n=0

∫
X

fn dµ .

We shall interpret this as a special case of Fubini’s theorem, which concerns exchanging
orders of integration, for the product of µ and the counting measure on N: see §??.

Proof. First, the infinite sum
∑∞

n=0 fn is a measurable function X → [0,∞], as follows
from Lemma 2.1.2 and Corollary 2.1.5. The claimed equality is a direct consequence of the
Monotone Convergence Theorem applied to the sequence (gn)n≥0 of partial sums

gn(x) =
n∑
k=0

fk(x) , x ∈ X,

in conjunction with (finite) additivity of the integral of positive functions, which has been
discussed in the paragraph preceding the corollary. □

2.4. Integral of real, extended-real, and complex-valued functions

2.4.1. Integral of real-valued functions. Given a set X and a function f : X → R, we
define the positive part f+ and the negative part f− of f as

f+(x) := sup{f(x), 0} , f−(x) := sup{−f(x), 0} = − inf{f(x), 0} .
It is clear that both f+ and f− take values in [0,∞]. Furthermore, a straightforward case-by-
case analysis shows that

f = f+ − f− , |f | = f+ + f− .

If (X,M) is a Borel space and f is measurable, then Lemma 2.1.4 shows that f+ and f− are
measurable. It further results from Lemma 2.1.2 that |f | is measurable.

Definition 2.4.1 (Integral of an R-valued function). Let (X,M, µ) be a measure space,
f : X → R a measurable function such that either∫

X

f+ dµ

or ∫
X

f− dµ

is finite. The integral of f with respect to µ, indicated with∫
X

f dµ ,
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is defined as the difference ∫
X

f+ dµ−
∫
X

f− dµ .

The assumption that at least one of
∫
X
f+ dµ and

∫
X
f− dµ is finite ensures that

∫
X
f dµ

is well defined as an element of R. Also, if f takes values in [0,∞], then the given definition
agrees with Definition 2.3.1, since f− vanishes everywhere.

We say that f is integrable with respect to µ, or µ-integrable, if∫
X

f dµ

is finite. From the definition and the relation between f, f+, f− and |f |, it follows immediately
that:

Lemma 2.4.2. A function f : X → R is integrable if and only if both f+ and f− are inte-
grable, which happens if and only if |f | is integrable.

2.4.2. Integral of complex-valued functions. We now turn to the integral of complex-
valued functions. Let (X,M) be a Borel space, f : X → C a complex-valued measurable
function. The absolute value |f | : X → R≥0, which is given by

|f(x)| =
(
(ℜf(x))2 + (ℑf(x))2

)1/2
,

is measurable, begin an algebraic expression5 in the measurable functions ℜf and ℑf (cf. Lemma 2.1.1).

Definition 2.4.3 (Integral of a complex valued function). Let (X,Mµ) be a measure
space, f : X → C a measurable function such that

∫
X
|f | dµ is finite. The integral of f with

respect to µ, indicated with ∫
X

f dµ ,

is defined as ∫
X

ℜf dµ+ i

∫
X

ℑf dµ .

Any measurable function f : X → C satisfying
∫
X
|f | dµ <∞, as in the previous definition,

is called integrable with respect to µ, or µ-integrable. The assumption on finiteness of∫
X
|f | dµ ensures that both

∫
X
ℜf dµ and

∫
X
ℑf dµ are finite, which is seen by taking the

elementary inequalities
|ℜf | ≤ |f | , |ℑf | ≤ |f |

in conjunction with Lemma 2.4.2. Conversely, if both ℜf and ℑf are µ-integrable, then the
triangle inequality

|f | ≤ |ℜf |+ |ℑf |
shows that |f | is µ-integrable. We can thus upgrade Lemma 2.4.2 to complex-valued functions.

Lemma 2.4.4. A function f : X → C is integrable6 if and only if both ℜf and ℑf are
integrable.

If V is a real (resp. complex) vector space, a real (resp. complex) linear functional on V is
a linear map V → R (resp. V → C).

Proposition 2.4.5. Let (X,M, µ) be a measure space. The set of µ-integrable functions
X → C is a complex vector space, and the integral

f 7→
∫
X

f dµ

is a complex linear functional on it.

5More precisely, it is given by the composition of products, sums and square-roots of measurable functions,
which are measurable in view of Lemma 2.1.2 and Corollary 1.3.15.

6By definition, this is equivalent to integrability of |f |.
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We shall denote the complex vector space of µ-integrable functions X → C by L1(X,M, µ),
a notation we shall vastly generalize in Chapter 3, together with its abridged, also widely
employed versions L1(X,µ) and L1(µ); L1(X,M, µ) is a vector subspace of the C-vector space
of measurable functions X → C, which in turn is a subspace of the C-vector space CX .

Proof. Let f, g : X → C be µ-integrable functions. We begin by showing that f + g is
µ-integrable and ∫

X

f + g dµ =

∫
X

f dµ+

∫
X

g dµ . (2.4.1)

When both f and g take positive values, we have already established both claims in the discus-
sion succeeding Theorem 2.3.5. If f and g are real-valued, then write h = f+g, and decompose
all three functions into the difference of their positive and negative parts:

h+ − h− = f+ − f− + g+ − g− .

Rearranging terms in the previous equality, and using the already established additivity for
integrals of positive functions, we obtain∫

X

h+ dµ+

∫
X

f− dµ+

∫
X

g− dµ =

∫
X

h− dµ+

∫
X

f+ dµ+

∫
X

g+ dµ ;

rearranging back terms, this yields (2.4.1).
At this point, the case of general complex-valued f and g can be inferred directly from the

real case by decomposing them into real and imaginary parts.
We now prove that, if c ∈ C, then cf is µ-integrable and∫

X

cf dµ = c

∫
X

f dµ . (2.4.2)

If c ∈ R≥0 and f takes values in R≥0, then∫
X

cf dµ = sup

ß∫
X

cφ dµ : 0 ≤ φ ≤ f, φ simple

™
= sup

ß
c

∫
X

φ dµ : 0 ≤ φ ≤ f, φ simple

™
= c sup

ß∫
X

φ dµ : 0 ≤ φ ≤ f, φ simple

™
= c

∫
X

f dµ ,

(2.4.3)

where the second equality is taken from Lemma 2.2.5. In particular, the first term in the
chain (3.2.3) is finite if and only if the last one is finite, and in this case (2.4.2) holds. It now
follows that (2.4.2) holds for any real-valued f and any c ∈ R, by splitting both c and f in their
positive and negative parts and invoking the result for positive functions and positive scalars.
If now f is complex-valued and c ∈ C, then |cf | = |c||f |, whence |cf | is integrable, and thus so
is cf by definition. Furthermore,∫

X

cf dµ =

∫
X

(ℜc+ iℑc)(ℜf + iℑf) dµ =

∫
X

ℜcℜf −ℑcℑf + i(ℜcℑf + ℑcℜf) dµ

=

∫
X

ℜcℜf −ℑcℑf dµ+ i

∫
X

ℜcℑf + ℑcℜf dµ

= ℜc
∫
X

ℜf dµ−ℑc
∫
X

ℑf dµ+ i

Å
ℜc

∫
X

ℑf dµ+ ℑc
∫
X

ℜf dµ

ã
= ℜc

Å∫
X

ℜf dµ+ i

∫
X

ℑf dµ

ã
+ iℑc

Å∫
X

ℜf dµ+ i

∫
X

ℑf dµ

ã
= (ℜc+ iℑc)

∫
X

f dµ = c

∫
X

f dµ ,

using the already established (2.4.2) for real-valued functions in the fourth equality, as well as
the previously proven fact that the integral preserves sums. □
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Remark 2.4.6. Proposition 2.4.5 entails readily, by restriction, the analogous assertion with
R in place of C: the set of µ-integrable functions X → R is a real vector space (more precisely,
a subspace of RX), and the integral f 7→

∫
X
f dµ is a real linear functional on it.

Remark 2.4.7 (General version of monotonicity). If f, g ∈ L1(X,M, µ) are real-valued,
then f ≤ g implies ∫

X

f dµ ≤
∫
X

g dµ .

This has already been discussed for positive f, g, as a direct consequence of the definition. The
general real case follows by decomposing f and g into their positive and negative parts, via a
case-by-case analysis.

We now present a fundamental inequality for integrals, which in functional-analytic terms
can be expressed as continuity of the linear functional in Proposition 2.4.5 with respect to the
L1-norm (to be defined in §??).

Proposition 2.4.8. Let (X,M, µ) be a measure space, f : X → C a µ-integrable function.
Then ∣∣∣∣∫

X

f dµ

∣∣∣∣ ≤ ∫
X

|f | dµ .

In the proof we use the sign of a complex number z ̸= 0, defined as sgn(z) = z/|z|; it has
unit modulus.

Proof. We can assume
∫
X
f dµ ̸= 0, else the claim is obvious. We use linearity of the

integral, writing ∣∣∣∣∫
X

f dµ

∣∣∣∣ = α

∫
X

f dµ

for

α = sgn

Å∫
X

f dµ

ã−1

.

We then have, by linearity,∣∣∣∣∫
X

f dµ

∣∣∣∣ = ∫
X

αf dµ = ℜ
Å∫

X

αf dµ

ã
=

∫
X

ℜ(αf) dµ ≤
∫
X

|ℜ(αf)| dµ ≤
∫
X

|f | dµ ,

where the second equality holds since a real number, seen as a complex number, equals its
real part, the third equality holds by definition of the integral of complex functions, and the
last two inequalities are consequence of monotonicity for integrals of real-valued functions (Re-
mark 2.4.7). □

As a first application of the foregoing fundamental inequality, we present a result which, in
the language of §??, expresses the fact that simple functions are dense in the set of integrable
functions, with respect to the L1-metric.

Proposition 2.4.9. Let (X,M, µ) be a measure space, f ∈ L1(X,M, µ). For every ε > 0,
there is a simple function φ ∈ L1(X,M, µ) such that∫

X

|f − φ| dµ ≤ ε .

Proof. We start with the case of a positive function f ∈ L1(X,M, µ). Since, by definition,
the finite quantity

∫
X
f dµ equals

sup

ß∫
X

φ dµ : 0 ≤ φ ≤ f, φ simple

™
,

for every ε > 0 there is a simple φ with 0 ≤ φ ≤ f and∫
X

φ dµ ≥
∫
X

f dµ− ε ,
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which shows precisely that ∫
X

|f − φ| dµ =

∫
X

f − φ dµ ≤ ε .

Suppose now f is real-valued, and write f = f+ − f−. Let ε > 0, and pick simple, integrable
functions φ+ and φ− such that 0 ≤ φ± ≤ f± and

∫
X
|f±−φ±| dµ ≤ ε/2. The simple, integrable

function φ = φ+ − φ− satisfies∫
X

|f − φ| dµ =

∫
X

|(f+ − φ+)− (f− − φ−)| dµ ≤
∫
X

|f+ − φ+| dµ+

∫
X

|f− − φ−| ≤ ε .

Lastly, if f is complex valued and ε > 0, then by the preceding argument there are simple
integrable real-valued functions φ1, φ2 with

∫
X
|ℜf −φ1| dµ ≤ ε/2 and

∫
X
|ℑf −φ2| dµ ≤ ε/2.

It is then clear that the simple function φ = φ1 + iφ2 is integrable and satisfies∫
X

|f − φ| dµ ≤
∫
X

|ℜf − φ1| dµ+

∫
X

|ℑf − φ2| ≤ ε .

□

2.4.3. Integration on measurable subsets. Let (X,M, µ) be a measure space, E a
measurable subset of X. We shall say that measurable function f , defined on X and taking
values either in R or C, is integrable on E if the function fχE, which equals f on E and
vanishes outside of E, is µ-integrable. In this case we adopt the notation∫

E

f dµ

to indicate
∫
X
fχE dµ.

It is plain that, if a function f as above is µ-integrable, then it is so on every measurable
E ⊂ X: this follows from monotonicity of the integral for positive functions and the trivial
inequality

|fχE| ≤ |f | .
An immediate, but exceedingly useful observation is that, if µ(E) = 0, then any measurable f
as above is µ-integrable on E and ∫

E

f dµ = 0 .

To see this, observe first that is suffices to check it for positive functions, upon decomposing
a complex-valued function into its real and imaginary parts and an R-valued function into its
positive and negative parts. Then notice that the property holds for any simple function

f =
∑
i∈I

ciχEi
,

expressed for convenience in standard representation; indeed, we have

fχE =
∑
i∈I

ciχEi
χE =

∑
i∈I

ciχ(Ei ∩ E) ,

and thus, by definition of integral of a simple function,∫
E

f dµ =
∑
i∈I

ciµ(Ei ∩ E) = 0 ,

the last inequality holding since Ei∩E ⊂ E implies µ(Ei∩E) = 0. Lastly, the claimed property
holds for an arbitrary positive function f since

{φ simple : 0 ≤ φ ≤ fχE} = {ψχE : ψ simple, 0 ≤ ψ ≤ f} .
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2.4.4. Further properties of integrable functions. In the next proposition, we sum-
marize some useful properties that can be deduced on functions by knowledge of properties of
their integrals.

We have already defined the notion of a σ-finite measure space. We generalize it to the
following: given a measure space (X,M, µ), a subset A ⊂ X is called σ-finite with respect
to µ if there is a countable covering (Ei)i∈I of A consisting of measurable sets with µ(Ei) <∞
for all i ∈ I.

Proposition 2.4.10. Let (X,M, µ) be a Borel space.

(1) If f : X → R is integrable, then f(x) is finite for µ-almost every x ∈ X.
(2) If a measurable f : X → [0,∞] satisfies∫

X

f dµ = 0 ,

then f = 0 µ-almost everywhere7.
(3) If f ∈ L1(X,M, µ), then the set

{x ∈ X : f(x) ̸= 0}

is σ-finite.
(4) If f, g ∈ L1(X,M, µ), then the following are equivalent:

(a) for all E ∈ M, ∫
E

f dµ =

∫
E

g dµ ;

(b) f = g µ-almost everywhere.

Proof. We start with an integrable function f : X → R, and let

Y = {x ∈ X : f(x) is not finite} = {x ∈ X : |f(x)| = ∞} .

The inequality |f | ≥ ∞ · χY holds by definition of Y ; as a consequence

∞ >

∫
X

|f | dµ ≥
∫
X

∞ · χY dµ = ∞ · µ(Y ) , (2.4.4)

where the last equality follows directly from the definition∫
X

∞ · χY dµ = sup

ß∫
X

φ dµ : 0 ≤ φ ≤ ∞ · χY , φ simple

™
.

The only way in which (2.4.4) can hold is for µ(Y ) to vanish, which is what we wanted to show.
Suppose now f : X → [0,∞] is measurable and satisfies

∫
X
f dµ = 0. For every integer

n ≥ 1, let

Xn = {x ∈ X : f(x) ≥ 1/n } .
Then we can estimate, for all n ≥ 1,

0 =

∫
X

f dµ ≥
∫
Xn

f dµ ≥
∫
Xn

1

n
dµ =

1

n
µ(Xn) ,

where the third inequality follows from the fact that f ≥ 1/n on Xn, by construction. The last
displayed chain of inequalities forces µ(Xn) = 0 for all n ≥ 1; therefore, f > 0 on a set which
is µ-null, being the union

⋃
n≥1Xn.

Suppose now f ∈ L1(X,M, µ). We write the (measurable) set {x ∈ X : f(x) ̸= 0} as the
countable union

⋃
n∈N∗ Xn where

Xn = {x ∈ X : |f(x)| ≥ 1/n}

7The converse being obviously true as well, as follows easily from the discussion in §2.4.3.
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for all n ≥ 1. Since |f | ≥ |fχXn|, monotonicity of the integral yields

∞ >

∫
X

|f | dµ ≥
∫
X

|fχXn| dµ =

∫
Xn

|f | dµ ≥
∫
Xn

1

n
dµ =

1

n
µ(Xn) ,

This implies µ(Xn) <∞ for all n ≥ 1, which establishes the σ-finite claim.
Finally, let f, g ∈ L1(X,M, µ), and define

N = {x ∈ X : f(x) ̸= g(x)} ,

which is a measurable set. First, assume µ(N) = 0, and let E ∈ M; decomposing E =
(E ∩N) ∪ (E \N), we get∫

E

f dµ =

∫
X

fχE dµ =

∫
X

f(χE∩N + χE\N) dµ =

∫
E∩N

f dµ+

∫
E\N

f dµ =

∫
E\N

f dµ ,

the last inequality being a consequence of the fact that µ(E ∩N) = 0. Similarly, we get∫
E

g dµ =

∫
E\N

g dµ ,

and since f = g on E \N , we deduce that∫
E

f dµ =

∫
E\N

f dµ =

∫
E\N

g dµ =

∫
E

g dµ .

Conversely, suppose
∫
E
f dµ =

∫
E
g dµ for all E ∈ M, and set h = f − g. Upon splitting h into

its real and imaginary part, we may assume h is real-valued. Then N = N1 ⊔N2 with

N1 = {x ∈ X : h(x) > 0} , N2 = {x ∈ X : h(x) < 0} .

The assumption

0 =

∫
N1

h dµ =

∫
X

fχN1 dµ

implies, by the first assertion of the proposition, that hχN1 = 0 µ-almost everywhere, which
ostensibly shows µ(N1) = 0 as N1 ⊂ {x ∈ X : hχN1 ̸= 0}.

An entirely analogous argument delivers µ(N2) = 0, whence h = 0 µ-almost everywhere
and thus f = g µ-almost everywhere, as desired.

□

Remark 2.4.11. The last two assertions of the proposition hold without modifications, and
with the same proof, for integrable functions f, g : X → R.

2.4.5. The Dominated Convergence Theorem and its consequences. It is now the
appropriate moment to present two more fundamental convergence theorems for integrals, which
improve upon the Monotone Convergence Theorem (Theorem 2.3.5) by relaxing its assumptions.
The first of those theorems is a straightforward application of Theorem 2.3.5.

Theorem 2.4.12 (Fatou’s Lemma). Let (X,M, µ) be a measure space, (fn)n≥0 a sequence
of measurable functions fn : X → [0,∞]. Then∫

X

lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
X

fn dµ .

Notice that no integrability assumption is in place; both sides of the inequality may be
infinite.

Proof. First of all, Lemma 2.1.4 yields measurability of the function lim infn→∞ fn. Define
now a new sequence (gn)n≥0 of measurable functions gn : X → [0,∞] by

gn = inf
m≥n

fm
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for all n ≥ 0. Then it is clear that (gn)n≥0 is increasing, whence by the Monotone Convergence
Theorem ∫

X

lim inf
n→∞

fn dµ =

∫
X

lim
n→∞

gn dµ = lim
n→∞

∫
X

gn dµ . (2.4.5)

Now, for every fixed n ≥ 0, gn ≤ fm for all m ≥ n, and monotonicity of the integral yields∫
X

gn dµ ≤ inf
m≥n

∫
X

fm dµ . (2.4.6)

Combining (2.4.5) and (2.4.6) delivers the claim. □

The prime application of Fatou’s Lemma is to the second fundamental limit theorem for
integrals of this subsection, which allows to take the limit under the integral sign under a
“uniform integrability” assumption. To motivate the need for such an assumption, let us
present an example where taking limits under the integral sign is not justified, and indeed
would yield a false equality.

Example 2.4.13. For every integer n ≥ 1, define a function fn : [0, 1] → R≥0 by

fn(x) =


2n2x if 0 ≤ x < 1

2n

2n− 2n2x if 1
2n

≤ x < 1
n

0 if x ≥ 1
n

.

Thus, fn is the continuous function whose graph interpolates linearly between the points
(0, 0), ( 1

2n
, n), ( 1

n
, 0) and (1, 0) in R2. It is clear that fn → 0 as n → ∞ pointwise, since

fn(0) = 0 for all n and, if x > 0, fn(x) = 0 for all n such that 1/n < x. Admitting for the time
being the (entirely expected) fact that the Lebesgue integral on compact intervals of R yields
the standard Riemann integral for continuous (more generally, Riemann-integrable) functions8,
we easily compute ∫

[0,1]

fn dL 1 = 1

for all n, whence ∫
[0,1]

lim
n→∞

fn dL 1 = 0 ̸= 1 = lim
n→∞

∫
[0,1]

fn dL 1 .

The issue in the previous example is that the sequence (fn)n≥1 is not bounded from above,
uniformly in n, by an integrable function; there is a sort of “escape of mass” which occurs close
to the point 0. Ruling out such instances allows for a neat convergence theorem.

Theorem 2.4.14 (Dominated Convergence Theorem). Let (X,M, µ) be a measure space,
(fn)n≥0 a sequence of measurable functions fn : X → C converging pointwise to a (measurable)
function f . Suppose there exists an integrable function g such that

|fn(x)| ≤ g(x)

for all x ∈ X and n ≥ 0. Then f is integrable and∫
X

f dµ = lim
n→∞

∫
X

fn dµ . (2.4.7)

Proof. We first show that f is integrable. Fatou’s lemma applied to the sequence (|fn)n≥0

yields ∫
X

|f | dµ ≤ lim inf
n→∞

∫
X

|fn| dµ ≤
∫
X

g dµ ,

where the last inequality follows from monotonicity of integrals and the fact that |fn| ≤ g for
all n.

8This fact will be discussed at length in §??.
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We now establish (2.4.7). Upon decomposing f into ℜf and ℑf , it suffices to prove equality
for real-valued functions. We apply first Fatou’s Lemma to the sequence

hn = g + fn , n ≥ 0,

which consists of positive functions as g ≥ |fn| ≥ −fn for all n. Using also finite additivity of
integrals, we get∫

X

g dµ+

∫
X

f dµ =

∫
X

lim
n→∞

hn dµ ≤ lim inf
n→∞

∫
X

hn dµ =

∫
X

g dµ+ lim inf
n→∞

∫
X

fn dµ ,

which delivers ∫
X

f dµ ≤ lim inf
n→∞

∫
X

fn dµ . (2.4.8)

We now apply Fatou’s lemma to a new sequence

h′n = g − fn , n ≥ 0,

which consists of positive functions as g ≥ |fn| ≥ fn for all n ≥ 0. Exploiting again finite
additivity, we get∫

X

g dµ−
∫
X

f dµ =

∫
X

lim
n→∞

h′n dµ ≤ lim inf
n→∞

∫
X

h′n dµ =

∫
X

g dµ− lim sup
n→∞

∫
X

fn dµ ,

which yields

lim sup
n→∞

∫
X

fn dµ ≤
∫
X

f dµ . (2.4.9)

Taking (2.4.8) and (2.4.9) together delivers (2.4.7). □

We now reformulate Theorems 2.3.5 and 2.4.14 to allow for almost-everywhere holding
assumptions on the converging sequence of measurable functions.

Theorem 2.4.15 (Monotone and Dominated Convergence Theorems, almost-everywhere
version). Let (X,M, µ) be a measure space.

(1) (Monotone Convergence) Let (fn)n≥0 be a sequence of measurable functions X → [0,∞]
such that, for all n ≥ 0,

fn(x) ≤ fn+1(x) for µ-almost every x ∈ X.

Then (fn)n≥0 converges µ-almost everywhere to a measurable function f : X → [0,∞]
and ∫

X

f dµ = lim
n→∞

∫
X

fn dµ .

(2) (Dominated Convergence) Let (fn)n≥0 be a sequence of measurable functions X → C
convering µ-almost everywhere to a measurable function f . Suppose that there is a
µ-integrable function g such that, for all n ≥ 0,

|fn(x)| ≤ g(x) for µ-almost every x ∈ X.

Then ∫
X

f dµ = lim
n→∞

∫
X

fn dµ .

Proof. For both assertions, it suffices to disregard the µ-negligible sets over which the
assumptions of Theorem 2.3.5 and 2.4.14 are not satisfied.

We now give the details of for the case of monotone convergence, leaving the analogous
argument for dominated convergence to the reader. Define, for all n ≥ 0,

En = {x ∈ X : fn(x) ≤ fn+1(x)} ,
and set also

Fn =
⋃

0≤k≤n

Ek
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for all n ≥ 0. The union E =
⋃
n≥0En =

⋃
n≥0 Fn is µ-null by the assumption and σ-

subadditivity of µ. On Ec, the sequence (fn)n≥0 is pointwise increasing, and thus admits a
measurable limit f . Extend f to a measurable function on X by setting f = 0 on E. Then
(fn)n≥0 converges to f µ-almost everywhere.

The sequence of measurable functions (fnχFn)n≥0 is easily seen to be increasing, in a way
which allows us to apply Theorem 2.3.5: we infer that∫

X

fχE dµ = lim
n→∞

∫
X

fnχFn dµ .

Since the complements of E and of Fn are µ-null for all n ≥ 0, we have∫
X

fχE dµ =

∫
X

f dµ ,

∫
X

fnχFn dµ =

∫
X

fn dµ ,

achieving the conclusion. □

A consequence of the (general version of) Dominated Convergence Theorem for series is the
following:

Corollary 2.4.16. Let (X,M, µ) be a measure space, (fn)n≥0 a sequence of measurable
functions fn : X → C such that

∞∑
n=0

∫
X

|fn| dµ <∞

Then there is an integrable function f such that the infinite sum
∑∞

n=0 fn converges µ-almost
everywhere to f , and ∫

X

f dµ =
∞∑
n=0

∫
X

fn dµ . (2.4.10)

Proof. Define a measurable function f : X → [0,∞] by

g(x) =
∞∑
n=0

|fn(x)| .

By the hypothesis and Corollary 2.3.6,∫
X

g dµ =
∞∑
n=0

∫
X

|fn| dµ <∞ ,

which in particular shows that g(x) is finite for µ-almost every x ∈ X (see the first assertion
in Proposition 2.4.10). As absolute convergence of series of complex numbers implies simple
convergence, we deduce that

∑
n=0 fn(x) converges for all x in the complement of a µ-null

subset N . Define

f(x) =

®∑∞
n=0 fn(x) if x /∈ N

0 if x ∈ N
.

Then it is a relatively straightforward matter to show that f is measurable. Moreover,∫
X

|f | dµ =

∫
Nc

|f | dµ =

∫
Nc

∣∣∣∣ ∞∑
n=0

fn

∣∣∣∣ dµ ≤
∫
Nc

∞∑
n=0

|fn| dµ =

∫
X

g dµ ,

whence f is integrable. Finally, apply the Dominated Convergence Theorem to the sequence
of partial sums

n∑
k=0

fk , n ≥ 0,

which verifies |
∑n

k=0 fk| ≤ g for all n ≥ 0, to get equality in (2.4.10). □

As a final, classical application of the Dominated Convergence Theorem, we discuss regu-
larity properties of functions defined by integrals.



60 CHAPTER 2. INTEGRATION

Proposition 2.4.17 (Integrals depending on a parameter). Let (T, d) be a metric space,
(X,M, µ) a measure space, f : T ×X → C a function with the property that, for every t ∈ T ,
the map

X → C , x 7→ f(t, x)

is in L1(X,M, µ). Define a function F : T → C by

F (t) =

∫
X

f(t, x) dµ(x) .

Let t0 be a basepoint in T .

(1) Assume there is a neighborhood V of t0 in T and function g ∈ L1(X,M, µ) such that,
for all x ∈ X, the function

Rn → C , t 7→ f(t, x)

is continuous on V and satisfies

|f(t, x)| ≤ g(x)

for all t ∈ V . Then F is continuous at t0.
(2) Suppose now T = Rn for some integer n ≥ 1, and d is the Euclidean metric. Assume

further that, for a given vector v ∈ Rn, there is a neighborhood V of t0 in Rn and a
function h ∈ L1(X,M, µ) such that, for all x ∈ X, the function

Rn → C , t 7→ f(t, x)

admits a partial derivative ∂vf(t, x) in direction v on V satisfying

|∂vf(t, x)| ≤ h(x)

for all t ∈ V . Then F admits a partial derivative in direction v at t0, and

∂vF (t0) =

∫
X

∂vf(t0, x) dµ(x) .

In a way, the second assertion expresses the fact that, under appropriate assumptions, it is
possible to “differentiate under the integral sign”.

Proof. Both assertions are fairly straightforward consequences of the Dominated Conver-
gence Theorem (Theorem 2.4.14).

We only prove the first assertion, leaving the second one for the exercises. By the sequential
characterization of continuity in metric spaces9, it suffices to show that, given any sequence
(tn)n≥1 converging to t0, ∫

X

f(t0, x) dµ(x) = lim
n→∞

∫
X

f(tn, x) dµ(x) . (2.4.11)

Let N ∈ N be such that tn ∈ V for all n ≥ N . Theorem 2.4.14 applied to the sequence of
functions

X → C , x 7→ f(tn, x)

for n ≥ N yields directly the convergence claim in (2.4.11). □

9This is a crucial point; a similar argument wouldn’t work on a general topological space. It works, more
generally, for first countable topological spaces.
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2.5. The integrals of Riemann and Lebesgue on the real line

In our opening considerations of §1.1 we discussed how the quest to generalize the traditional
Riemann integral on the real line led to the development of Lebesgue’s theory of integration.
Now we compare the Lebesgue integral on R and the RIemann integral, showing that the former
indeed subsumes the latter.

We start with a reminder on the notion of Riemann integral. Let [a, b] be a compact interval
of R. A subdivision of [a, b] is a finite sequence

S = {a = a0 < a1 < · · · < an = b}

of points in [a, b]. A step function on [a, b] is a function φ : [a, b] → R such that there is a
subdivision S of [a, b] as above with φ|(ai−1,ai) constant for all 1 ≤ i ≤ n. If f |(ai−1,ai) = ci for
all 1 ≤ i ≤ n, we define the Riemann integral of φ as∫ b

a

φ(x) dx :=
n∑
i=1

ci(ai − ai−1) .

A function f : [a, b] → R is Riemann-integrable if

sup

ß∫ b

a

φ(x) dx : φ ≤ f, φ step function

™
= inf

ß∫ b

a

ψ(x) dx : f ≤ ψ, ψ step function

™
(2.5.1)

and the common value is finite.
In particular, a Riemann-integrable function is necessarily bounded on [a, b], as both the

supremum and the infimum in (2.5.1) must be taken over non-empty families.

Theorem 2.5.1. Let [a, b] be a compact interval of R, f : [a, b] → R a function.

(1) If f is Riemann-integrable, then f is Lebesgue-measurable, and is integrable with respect
to L 1|[a,b]. Furthermore,∫ b

a

f(x) dx =

∫
[a,b]

f dL 1 ;

(2) f is Riemann-integrable if and only if

{x ∈ [a, b] : f is discontinuous at x}

has zero Lebesgue measure.

Proof. We only prove the first statement, while the second one is relegated to the exer-
cise sheets. Suppose f is Riemann-integrable; notice that, once we show that f is Lebesgue-
measurable, then integrability with respect to L 1|[a,b] is automatic since L 1([a, b]) is finite and
f is bounded on [a, b]. For every integer n ≥ 1, there are step functions φn ≤ f ≤ ψn such that∫ b

a

ψn(x) dx−
∫ b

a

φn dx ≤ 1

n

Notice that step functions are trivially measurable (in fact, they are simple functions even with
respect to the Borel σ-algebra on [a, b]), and for them equality between the Riemann integral
and the Lebesgue integral is obvious from the definition of both. Thus∫

[a,b]

ψn dL 1 −
∫
[a,b]

φn dL 1 ≤ 1

n
.

Upon taking common refinements of subdivisions, we may assume that the sequence (φn)n is
L 1-a.e. increasing and that the sequence (ψn)n is L 1-a.e. decreasing. Let g and G denote,
respectively, the pointwise a.e. limit of (φn) and (ψn) so that

g ≤ f ≤ G
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L 1-a.e. By the Dominated Convergence Theorem (all functions under consideration are uni-
formly bounded, L 1-a.e., by the bounded step function sup{|φ0|, |ψ0|}),∫

[a,b]

G dL 1 −
∫
[a,b]

g dL 1 = lim
n→∞

∫
[a,b]

ψn dL 1 −
∫
[a,b]

φn dL 1 = 0 ,

whence by Proposition 2.4.10 G(x) = g(x) for L 1-almost every x ∈ [a, b]. Thus f = g = G
L1-almost everywhere; since L 1 is complete on the Lebesgue σ-algebra ML 1 , it follows that f
is Lebesgue measurable.

Finally, ∫ b

a

f(x) dx = lim
n→∞

∫ b

a

φn(x) dx = lim
n→∞

∫
[a,b]

φn dL 1 =

∫
[a,b]

f dL 1 ,

showing the sought after equality. □

2.6. Measure-theoretic notions of convergence

We have already encountered three notions of convergence for sequences of measurable
functions, which we briefly recapitulate. If (X,M, µ) is a measure space, a sequence (fn)n≥0 of
measurable functions fn : X → C is said to converge towards a measurable function f : X → C

• uniformly, if

sup
x∈X

|f(x)− fn(x)|
n→∞−→ 0 ,

• pointwise, if

|f(x)− fn(x)|
n→∞−→ 0

for every x ∈ X, and
• pointwise almost everywhere if

|f(x)− fn(x)|
n→∞−→ 0

for µ-almost every x ∈ X.

It is obvious that uniform convergence implies pointwise convergence, which in turn implies
pointwise almost everywhere convergence. We shall now exhibit examples showing that the
converse implications do not hold.

Example 2.6.1. Consider the sequence (fn)n≥1 of Example 2.4.13. It converges pointwise
to the zero function, but not in a uniform fashion: in fact,

sup
[0,1]

|fn| = n

for all n, which does not tend to 0 as n→ ∞.

Example 2.6.2. For every integer n ≥ 1, define a function fn : [0, 1] → R≥0 by

fn(x) =

®
1− nx if 0 ≤ x < 1

n

0 if x ≥ 1
n

.

In other words, fn is the continuous function whose graph interpolates linearly between the
points (0, 1), ( 1

n
, 0) and (1, 0) in R2. Then fn(x) → 0 as n → ∞ for all x ∈ (0, 1], whence

fn → 0 as n→ ∞ almost everywhere with respect to the Lebesgue measure on [0, 1]. However,
fn(0) = 1 for all n, whence (fn) does not converge pointwise to 0.

A fundamental notion of convergence, of measure-theoretic origin, is known as convergence
in L1 (the reason for the terminology will manifest itself in §3).
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Definition 2.6.3 (L1-convergence). let (X,M, µ) be a measure space. We say that a
sequence (fn)n≥0 of measurable functions X → C converges towards a measurable function
f : X → C in L1 if

lim
n→∞

∫
X

|f − fn| dµ = 0 . (2.6.1)

It is thus a sort of averaged notion of convergence. In particular, since the condition in (2.6.1)
is unchanged by altering the values of fn and f on µ-null sets, it is plain that L1-convergence
has nothing to do with the purely topological notions of uniform and pointwise convergence.
More striking is the fact that it is also unrelated to almost-everywhere convergence, meaning
that it doesn’ imply nor is implied by it.

Example 2.6.4. The sequence (fn)n≥1 in Example 2.4.13 converges to 0 pointwise, hence
a fortiori it does so Lebesgue-almost everywhere. However,∫

[0,1]

|fn| dx = 1

for all n ≥ 1, whence (fn) does not converge to 0 in L1.

Example 2.6.5. The sequence (fn)n≥0 of functions [0, 1] → R≥0 defined by

f0 = χ[0,1/2], f1 = χ[1/2,1], f2 = χ[0,1/4], f3 = χ[1/4,1/2], f4 = χ[1/2,3/4], f5 = χ[3/4,1], f6 = χ[0,1/8]

and so forth, is easily seen to satisfy ∫
[0,1]

|fn| dx
n→∞−→ 0 ,

that is, it converges to the zero function in L1. However, it does not converge to it in a Lebesgue-
almost everywhere sense, since for every x ∈ [0, 1] it holds that fn(x) = 1 for infinitely many
n.

The Dominated Convergence Theorem, on the other hand, shows that convergence in L1

holds provided a domination assumption is added to almost everywhere convergence. If (fn)n≥0

is a sequence converging µ-almost everywhere to f , and there is an integrable g with |fn| ≤ g
µ-almost everywhere for all n ≥ 0, then not only

∫
X
fn dµ →

∫
X
f dµ as n → ∞, but in

fact (fn) converges to f in L1. To establish the latter fact, it suffices to apply the Dominated
Convergence Theorem to the sequence (|fn − f |)n≥0, which converges to 0 almost everywhere
and satisfies |fn − f | ≤ 2|g| for all n ≥ 0.

In terms of the converse implication, we shall shortly see that, although L1-convergence
does not imply almost-everywhere convergence, it does imply the latter upon restricting con-
siderations to a subsequence.

Definition 2.6.6 (Convergence in measure). Let (X,M, µ) be a measure space. We say
that a sequence (fn)n≥0 of measurable functions X → C converges in measure towards a
measurable function f : X → C if, for every ε > 0,

lim
n→∞

µ({x ∈ X : |f(x)− fn(x)| ≥ ε}) = 0 .

We say that (fn)n≥0 is Cauchy in measure if, for every ε > 0,

lim
m,n→∞

µ({x ∈ X : |fm(x)− fn(x)| ≥ ε }) = 0 .

For the reader convenience, we spell out the condition of being Cauchy in measure: for
every ε > 0 and for every δ > 0, there is N ∈ N such that, for all m,n ≥ N ,

µ({x ∈ X : |fm(x)− fn(x)| ≥ ε}) ≤ δ .

Just as a convergent sequence in a metric space is a Cauchy sequence, a sequence of functions
which converges in measure is Cauchy in measure; this follows from a trivial application of
subadditivity of µ.
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We will shortly prove the converse, namely that sequences which are Cauchy in measure
converge in measure. Before doing that, we present a fundamental inequality relating measures
of sets on which a function is “large” to its integral, which shall imply, in particular, that
convergence in measure is a weaker notion with respect to L1-convergence.

Theorem 2.6.7 (Markov’s inequality). Let (X,M, µ) be a measure space, f : X → [0,∞]
an integrable function. Then, for every real α > 0,

µ({x ∈ X : f(x) ≥ α}) ≤
∫
X
f dµ

α
.

Proof. If Eα = {x ∈ X : f(x) ≥ α}, then we have f ≥ αχEα , whence∫
X

f dµ ≥
∫
Eα

α dµ = αµ(Eα) ;

the claim follows by dividing the first and last term of the previous chain of inequalities by
α. □

Corollary 2.6.8. If a sequence (fn)n≥0 converges to f in L1, then it converges to f in
measure.

Proof. For every ε > 0, Markov’s inequality yields

µ({x ∈ X : |f(x)− fn(x)| ≥ ε}) ≤
∫
X
|f − fn| dµ

ε
;

as n → ∞; the right-hand side is infinitesimal by assumption, whence so is the left-hand side
as well. □

We now turn to the abovementioned converse of the fact that converging sequences in
measure are Cauchy. For the proof, we we avail ourselves of a fundamental result in measure
theory10, which is routinely employed in arguments aimed at showing that a certain sequence
of functions converges almost everywhere with respect to a certain measure.

Theorem 2.6.9 (The Borel-Cantelli Lemma). Let (X,M, µ) be a measure space, (En)n≥0

a sequence of measurable sets. Suppose that
∞∑
n=0

µ(En) <∞ .

Then

µ

Å
lim sup
n→∞

En

ã
= 0 .

Proof. By definition,

lim sup
n→∞

En =
⋂
n≥0

⋃
k≥n

Ek ;

hence, by continuity from above of µ (and since µ(
⋃
n≥0En) is finite, as given by subadditivity

of µ and the hypothesis), it suffices to show that

lim
n→∞

µ

Å⋃
k≥n

En

ã
= 0 .

Now σ-subadditivity of µ yields

µ

Å⋃
k≥n

Ek

ã
≤

∑
k≥n

µ(Ek)
n→∞−→ 0 ,

the last convergence claim being a consequence of the assumption
∑

n≥0 µ(En) <∞. □

10Arguably even more in probability theory, in which context it admits two complementary formulations,
one of which (the one absent from these notes) involves the notion of independent events.
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We can now state and prove:

Proposition 2.6.10. Suppose a sequence (fn)n≥0 is Cauchy in measure.

(1) There exists a measurable function f such that (fn)n≥0 converges towards f in measure.
(2) There exists a subsequence (fnk

)k≥0 which converges towards f µ-almost everywhere.
(3) If g is a measurable function such that (fn)n≥0 converges towards g in measure, then

f = g µ-almost everywhere.

Proof. For the first assertion, it suffices to show that there is a subsequence (fnk
)k≥1

converging in measure to some measurable function f . Indeed, if this is so, then for every
ε, δ > 0 there is an integer N ≥ 1 such that both

µ({x ∈ X : |fm(x)− fn(x)| ≥ ε/2}) ≤ δ/2

for all m,n ≥ N and
µ({x ∈ X : |fnk

(x)− f(x)| ≥ ε/2}) ≤ δ/2

for all nk ≥ N . Since, for all n, nk ≥ 1,

{x ∈ X : |fn(x)−f(x)| ≥ ε} ⊂ {x ∈ X : |fn(x)−fnk
(x)| ≥ ε/2}∪{x ∈ X : |fnk

(x)−f(x)| ≥ ε/2} ,
it follows from finite subadditivity of µ that, for n ≥ N ,

µ({x ∈ X : |fn(x)− f(x)| ≥ ε}) ≤ δ ,

which shows that the full sequence (fn)n≥0 converges to f .
Now, by assumption, for any integer k ≥ 1, there is an integer N = N(k) ≥ 1 such that,

for all m,n ≥ N ,
µ({x ∈ X : |fm(x)− fn(x)| ≥ 2−k}) ≤ 2−k .

As a consequence, there is a subsequence (fnk
)k≥1 such that, for all k ≥ 0,

µ({x ∈ X : |fnk+1
(x)− fnk

(x)| ≥ 2−k}) ≤ 2−k ;

call the latter measurable set Ek. The Borel-Cantelli Lemma (Theorem 2.6.9) shows that,
outside of a µ-null set N of exceptions, x ∈ Ec

k for all but finitely many k, whence (fnk
(x))k≥0

is Cauchy in C, and thus converges to some f(x) ∈ C. Set f = 0 on N . Then f is measurable
as it is so when restricted to N (plainly) and to N c (where it is a pointiwise limit of measurable
functions).

The previous argument already delivers that (fnk
)k≥0 converges µ-almost everywhere to f .

Let us show that it also converges to f in measure. Fix ε, δ > 0, and choose k0 ≥ 1 such that
2−(k0−1) ≤ ε and

µ

Å⋃
ℓ≥k0

Eℓ

ã
≤ δ (2.6.2)

(the second one being guaranteed, for all k0 sufficiently large, by Theorem 2.6.9). Let k ≥ k0,
and suppose x ∈

⋂
ℓ≥k E

c
ℓ ; then, for all integers j > k,

|fnj
(x)− fnk

(x)| ≤
j−1∑
ℓ=k

|fnℓ+1
(x)− fnℓ

(x)| ≤
j−1∑
ℓ=k

2−ℓ < 2−k
∑
t∈N

2−t = 2−(k−1) .

Taking the limit as j → ∞, we conclude that |f(x) − fnk
(x)| ≤ 2−(k−1). We have thus shown

that
{x ∈ X : |f(x)− fnk

(x)| > ε} ⊂
⋃
ℓ≥k

Eℓ ,

which combined with (2.6.2) gives

µ({x ∈ X : |f(x)− fnk
(x)| > ε}) ≤ δ ,

as desired.
Finally, if g is a measurable function such that (fn)n≥0 converges to g in measure, then, by

what has already been established, there is a subsequence (fnk
)k≥0 converging to g µ-almost
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everywhere; by the same token, one can extract a further subsequence (fnkℓ
)ℓ≥0 converging to

f µ-almost everywhere, since (fnk
)k≥0 converges to f in measure. Uniqueness of limits in C

then yields f = g µ-almost everywhere. □

On finite measure spaces, almost-everywhere convergence implies convergence in measure11.

Proposition 2.6.11. Suppose µ(X) < ∞. Let (fn)n≥0 be a sequence converging to f µ-
almost everywhere. Then (fn)n≥0 converges to f in measure.

In the exercises it is asked to provide a proof of the proposition.
We conclude this section with a fundamental result result which allows to upgrade, on finite

measure spaces, almost-everywhere convergence to uniform convergence on arbitrarily large (in
the measure-theoretic sense) subsets.

Theorem 2.6.12 (Egoroff’s Theorem). Suppose µ(X) < ∞. Let (fn)n≥0 be a sequence
converging to f µ-almost everywhere. Then, for every ε > 0, there is a measurable subset
Y ⊂ X with µ(X \ Y ) < ε such that (fn)n≥0 converges uniformly to f on Y .

Proof. Fix ε > 0. Define, for all integers n, k ≥ 1,

En,k = {x ∈ X : |f(x)− fn(x)| ≤ 1/k} .
For every fixed k, the union of the increasing sequence of measurable sets⋂

n≥N

En,k , N ≥ 1,

is a set whose complement is µ-null, by assumption. By continuity of µ from below, and since
µ(X) is finite, we deduce that there is N0(k) ≥ 1 such that

µ

Å
X \

⋂
n≥N0(k)

En,k

ã
< ε/2k . (2.6.3)

Define

Y =
⋂
k≥1

⋂
n≥N0(k)

En,k .

Then µ(X \ Y ) < ε by (2.6.3) and subadditivity of µ; moreover, for if x ∈ Y , then for all k ≥ 1
and n ≥ N0(k) one has |f(x)− fn(x)| ≤ 1/k. Reformulating it, this means that, for all k ≥ 1,
for all n ≥ N0(k),

sup
x∈Y

|f(x)− fn(x)| ≤ 1/k ,

which shows uniform convergence of (fn)n≥0 to f on Y . □

In the literature, the sort of uniform convergence which appears as conclusion of Egoroff’s
theorem is called at times almost uniform convergence, though we shall avoid this terminology
for the possible risk of confusion with the case of sequences with converge uniformly on a
full-measure set.

Remark 2.6.13. The finiteness assumption on µ(X) is indispensable. The exercises ask to
provide a counterexample if it is not fulfilled.

In terms of the conclusion of the theorem, it is not possible to deduce the existence of a set Y
with µ-null complement, over which the sequence converges uniformly. Again, counterexamples
are to be provided in the exercises.

11The most fundamental limit theorem in probability theory is the Law of Large Numbers, about conver-
gence to the expectation of empirical means of independent identically distributed real random variables with
finite first moment. It comes in two formulations, known as the Strong and the Weak Law of Large Numbers;
the first claims almost-sure convergence, the second one convergence in measure, or as one says in that context,
in probability. The reason for the terminology “strong” and “weak” is given in Proposition 2.6.11.
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2.7. Some further constructions of measures

In this section we discuss a couple more ways to construct measures on Borel spaces, via
pushforwards and densities.

2.7.1. Measures with densities. We begin with densities.

Proposition 2.7.1. Let (X,M, µ) be a measure space.

(1) Let ρ : X → R≥0 be a measurable function. The function µρ : M → [0,∞] defined by

µρ(E) =

∫
E

ρ dµ (2.7.1)

is a measure on (X,M).
(2) If f : X → [0,∞] is a measurable function, then∫

X

f dµρ =

∫
X

fρ dµ .

(3) If f : X → C is a measurable function, then f is µρ-integrable if and only if fρ is
µ-integrable, in which case ∫

X

f dµρ =

∫
X

fρ dµ .

The proof is part of the exercises.
We say that the measure µρ has density ρ with respect to the measure µ. Observe that

µρ has the property that, whenever E ∈ M satisfies µ(E) = 0, then µρ(E) = 0; this defines, as
we will discuss in §??, the class of absolutely continuous measures (with respect to the given
starting measure µ), of which measures with densities will be the prime (and often only, in light
of the Radon-Nikodym theorem) example.

Remark 2.7.2. If we define a function µρ : M → [0,∞] as in (2.7.1) with ρ a µ-integrable
function X → C, the outcome is a complex measure, a notion we shall introduce in §??.

Example 2.7.3 (Gaussian distributions on the real line). Let L 1 be the Lebesgue measure
on the Borel space (R,BR), and fix two parameters m ∈ R, σ ∈ R≥0. The Gaussian distri-
bution (a.k.a. Gaussian measure, or Normal distribution) of mean 0 and variance σ2

is the probability measure µm,σ2 with density

ρm,σ2(x) =
1√
2πσ2

e−
(x−m)2

2σ2

with respect to L 1. The normalizing constant in front of the exponential function ensures that∫
R ρm,σ2 dL 1 = 1.

The Gaussian distribution (and its higher-dimensional generalizations) is ubiquitous in prob-
ability theory, mainly in light of the Central Limit Theorem, which asserts that, in a distribu-
tional sense, empirical means of a sequence of independent identically distributed real-valued
random variables with finite second moment converge to a Gaussian distribution, irrespective
of the specific common law of the original variables.

2.7.2. Pushforward of a measure. Measures with densities are constructed on the same
Borel space of the original measure. We now see how to “transfer” an original measure to
another Borel space via a measurable map.

Proposition 2.7.4. Let (X,MX), (Y,MY ) be Borel spaces, T : X → Y a measurable map,
µ a measure on (X,MX).

(1) The function T∗µ : MY → [0,∞] defined by

T∗µ(E) = µ(T−1(E))

is a measure on (Y,MY ).
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(2) If f : Y → [0,∞] is a measurable function, then∫
Y

f dT∗µ =

∫
X

f ◦ T dµ .

(3) If f : Y → C is a measurable function, then f is T∗µ-integrable if and only if f ◦ T is
µ-integrable, in which case∫

Y

f dT∗µ =

∫
X

f ◦ T dµ .

The exercises ask to give a proof of the proposition.
The measure T∗µ is called the pushforward of µ by T .

Remark 2.7.5 (Distribution of a random variable). If (X,MX , µ) is a probability space,
(Y,MY ) is a Borel space and f : X → Y is a Y -valued random variable, the pushforward of µ
under f is called the distribution, or law of the random variable f .

2.8. Product measures and Fubini’s theorem

Let (X,M, µ) and (Y,N, ν) be measure spaces. As discussed in Example 1.5.9, the collection

E = {A×B : A ∈ M, B ∈ N}
is a semiring on the product set X × Y which generates the product σ-algebra M ⊗ N. We
define a function ρ : E → [0,∞] by

ρ(A×B) = µ(A)ν(B)

for all A×B ∈ E , with the usual convention that 0 · ∞ = 0.
Recall from §1.5.3 the notion of finitely additive and σ-subadditive function on a semiring.

Lemma 2.8.1. The function ρ defined above is finitely additive, σ-subadditive and satisfies
ρ(∅) = 0.

Proof. The last claim is obvious. We show finite additivity. Let (Ai × Bi)i∈I be a finite
collection of disjoint elements of E with

⋃
i∈I Ai×Bi = A×B ∈ E . Then, for all (x, y) ∈ X×Y ,∑

i∈I

χAi
(x)χBi

(y) =
∑
i∈I

χAi×Bi
(x, y) = χA×B(x, y) = χA(x)χB(y) .

Fix x ∈ X, and integrate the previous equality (which then becomes an equality between
positive measurabile functions on Y ) with respect to ν, so as to obtain∑

i∈I

χAi
(x)ν(Bi) = χA(x)ν(B)

by finite additivity of the integral. Now the last displayed one is an equality between positive
measurable functions on X; we can integrate it with respect to µ, which yields∑

i∈I

µ(Ai)ν(Bi) = µ(A)ν(B) ,

using again finite additivity of the integral, which is the desired finite additivity of ρ.
We now turn to σ-subadditivity. Let (An ×Bn)n≥0 be an E-cover of some A×B ∈ E . This

implies that, for all (x, y) ∈ X × Y ,

χA(x)χB(y) = χA×B(x, y) ≤ χ⋃
n≥0 An×Bn(x, y) ≤

∑
n≥0

χAn×Bn(x, y) =
∑
n≥0

χAn(x)χBn(y) .

As above, we first fix x ∈ X, and integrate the previous inequality with respect to ν: we obtain,
by virtue of Corollary 2.3.6,

χA(x)ν(B) ≤
∑
n≥0

χAn(x)ν(Bn) .
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Integrating now with respect to µ, and invoking Corollary 2.3.6 once more, we get

µ(A)ν(B) ≤
∑
n≥0

µ(An)ν(Bn) ,

which is the sough after subadditivity inequality. □

We shall henceforth operate under the assumption that both (X,M, µ) and (Y,N, ν) are
σ-finite, which ensures that ρ is σ-finite. Theorems 1.5.11 and 1.5.13 imply that there is a
unique measure on the product Borel space (X × Y,M⊗N) extending ρ.

Definition 2.8.2 (Product measure). Let (X,M, µ) and (Y,N, ν) be σ-finite measure
spaces. The product measure of µ and ν, denoted µ × ν, is the unique measure on the
product space (X × Y,M⊗N) satisfying

µ× ν(A×B) = µ(A)ν(B) (2.8.1)

for all A ∈ M and B ∈ N.

If (X,M, µ) and (Y,N, ν) are arbitrary measure spaces, we still define the product of µ and
ν, indicated with µ× ν, as the measure on the product measurable space arising from ρ as in
Theorem 1.5.11; it still satisfies (2.8.1), but it may not be the unique extension of ρ to M⊗N
with such a property.

When µ and ν are σ-finite, the same clearly holds for µ× ν (and if both µ and ν are finite,
the same applied to µ× ν). We shall confine ourselves to the σ-finite case in all our remaining
considerations of the present section.

The construction extends immediately to the case of finitely many σ-finite measure spaces
(Xi,Mi, µi), 1 ≤ i ≤ r, yielding the notion of the product measure µ1 × · · · × µr. The
classical uniqueness argument, invoking the Monotone Class Lemma on appropriate collections
of measurable subsets, shows then that associativity holds for the product operation, which for
the case of three factors is expressed by

(µ1 × µ2)× µ3 = µ1 × (µ2 × µ3) = µ1 × µ2 × µ3 .

Example 2.8.3. As a fundamental example of product measure, the Lebesgue measure L n

on (Rn,BRn) is the n-fold product of the Lebesgue measure L 1 on (R,BR)
12. Equality can be

checked, by σ-finiteness, on any semiring generating BRn , for instance on half-open rectangles,
where it holds trivially.

Remark 2.8.4 (Product measures and independence). In the context of probability theory,
given two random variables f, g : X → R defined on a probability space (X,M, µ), if µf and
µg denote the laws of f and g respectively, namely the pushforwards of µ under f and g, then
f and g are independent if and only if the law µ(f,g) of the pair (f, g) : X → R2 is the product
µf × µg.

Given a set E ⊂ X × Y , we define the x-section of E, for every x ∈ X, as the set

Ex = {y ∈ Y : (x, y) ∈ E} ,
and the y-section of E, for every y ∈ Y , as the set

Ey = {x ∈ X : (x, y) ∈ E} .
Similarly, if f : X × Y → Z is a function with values in a set Z, we define the x-section of f ,
for all x ∈ X, as the function

fx : Y → Z , y 7→ f(x, y)

and the y-section of f for all y ∈ Y , as the function

fy : X → Z , x 7→ f(x, y) .

12More generally, for any pair (r, s) of positive integers with r+ s = n, L n is the product L r ×L s for the
canonical identification of Rn with Rr × Rs.



70 CHAPTER 2. INTEGRATION

If E ⊂ X × Y , we thus have

(χE)x = χEx , (χE)y = χEy (2.8.2)

for all x ∈ X and y ∈ Y .

Lemma 2.8.5. Let (X,M, µ) and (Y,N, ν) be measure spaces.

(1) If E ∈ M⊗N, then Ex ∈ N for all x ∈ X and Ey ∈ M for all y ∈ Y .
(2) If f : X × Y → C is measurable with respect to M ⊗N, then fx is N-measurable for

all x ∈ X and fy is M-measurable for all y ∈ Y .

Proof. We start with the first assertion, and consider the family

M = {E ∈ M⊗N : Ex is N-measurable for all x ∈ X} .
Then M contains the semiring

E = {A×B : A ∈ M, B ∈ N} ,
since for E = A × B we have Ex ∈ {∅, B} for all x ∈ X. Also, M is a σ-algebra. We
have already showed that it contains ∅ and X × Y ; if E ∈ M , then (Ec)x = Ec

x, and is thus
N-measurable, for all x ∈ X, whence M is closed under complements. Lastly, if (Ei)i∈I is a
countable collection of elements of M , thenÅ⋃

i∈I

Ei

ã
x

=
⋃
i∈I

(Ei)x

for all x ∈ X, so that
⋃
i∈I Ei ∈ M .

It follows that M = M ⊗N, since the latter is generated by E , and an entirely analogous
argument shows that

{E ∈ M⊗N : Ey is M-measurable for all y ∈ Y } = M⊗N .

As far as the second assertion is concerned, notice that it boils down to the first one for
f = χE with E ∈ M⊗N, on account of (2.8.2). Taking sections of a function is an operation
that clearly commutes with finite sums and limits, which shows that the statement is readily
extended to finite linear combinations of characteristic functions, namely to simple functions,
then to positive functions via approximation by positive simple functions, and finally to real-
valued and complex-valued functions by decomposition, respectively, into positive and negative
part and into real and imaginary part. □

Lemma 2.8.6. Let (X,M, µ) and (Y,N, ν) be σ-finite measure spaces, E ∈ M ⊗N. Then
the function

X → [0,∞] , x 7→ ν(Ex)

is M-measurable and the function

Y → [0,∞] , y 7→ µ(Ey)

is N-measurable.

Proof. We proof M-measurability of X → [0,∞], x 7→ ν(Ex); the second assertion is
proved analogously. Let

M = {E ∈ M⊗N : the map x 7→ ν(Ex) is M-measurable} .
Observe first that M contains the semiring

E = {A×B : A ∈ M, B ∈ N} ,
for when E = A×B as above one has

ν(Ex) =

®
ν(B) if x ∈ A

0 if x /∈ A
, (2.8.3)
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which is clearly an M-measurable (actually simple) function. Secondly, M is a σ-algebra. The
fact that it contains ∅ and X × Y has already been established. Suppose first that (Y,N, ν) is
a finite measure space. Then, if E ∈ M , we have

ν((Ec)x) = ν(Ec
x) = ν(Y )− ν(Ex)

for all x ∈ X, whence x 7→ ν((Ec)x) is M-measurable as difference of M-measurable functions.
This shows that Ec ∈ M . Finally, if (Ei)i∈I is a countable sequence of pairwise disjoint sets in
M , then countable additivity of ν gives

ν

ÅÅ⋃
i∈I

Ei

ã
x

ã
= ν

Å⋃
i∈I

(Ei)x

ã
=

∑
i∈I

ν((Ei)x)

for all x ∈ X, so that the function x 7→ ν
((⋃

i∈I Ei
)
x

)
is M-measurable as limit of sums of

M-measurable functions, which implies
⋃
i∈I Ei ∈ M .

Since the semiring E generates the product σ-algebraM⊗N, we conclude that M = M⊗N,
which is the desired claim when (Y,N, ν) is finite.

Suppose now Y =
⋃
n∈N Yn with µ(Yn) finite for all n ≥ 0. Without loss of generality, we

can assume that the sequence (Yn)n≥0 is increasing. Let E ∈ M⊗N; then we write, for every
x ∈ X, using continuity of ν from below,

ν(Ex) = ν

ÅÅ⋃
n≥0

E∩(X×Yn)
ã
x

ã
= ν

Å⋃
n≥0

(E∩(X×Yn))x
ã
=

∑
n≥0

ν((E∩(X×Yn))x) . (2.8.4)

For every fixed n ≥ 0, the function

x 7→ ν((E ∩ (X × Yn))x)

isM-measurable, applying the previously established result to the finite measure space (Y,N, νn)
with νn(B) = ν(B ∩ Yn) for all B ∈ N. It follows from (2.8.4) that x 7→ ν(Ex) is M-
measurable. □

Proposition 2.8.7. Let (X,M, µ) and (Y,N, ν) be σ-finite measure spaces, E ∈ M ⊗N.
Then

µ× ν(E) =

∫
X

ν(Ex) dµ(x) =

∫
Y

µ(Ey) dν(y) .

Proof. We shall prove that

µ× ν(E) =

∫
X

ν(Ex) dµ(x) , (2.8.5)

the other equality being established similarly. Notice that the integral on the right-hand side
is well defined, as the integrand is positive and M-measurable by Lemma 2.8.6.

We first treat the case of finite measure spaces (X,M, µ) and (Y,N, ν). Consider the
collection

M = {E ∈ M⊗N : (2.8.5) holds} .
First, notice that M contains the semiring

E = {A×B : A ∈ M, B ∈ N} ;

indeed, if E = A×B as above, then (cf. (2.8.3))∫
X

ν(Ex) dµ(x) =

∫
X

ν(B)χA(x) dµ(x) = µ(A)ν(B) = µ× ν(E) .

We now show that M is a monotone class. It contains ∅, as already established. If E ⊂ F are
elements of M , then∫

X

ν((F \ E)x) dµ(x) =
∫
X

ν(Fx \ Ex) dµ(x) =
∫
X

ν(Fx) dµ(x)−
∫
X

ν(Ex) dµ(x)

= µ× ν(F )− µ× ν(E) = µ× ν(F \ E) ,
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where we have crucially used finiteness of µ and ν. This shows that F \ E ∈ M . Lastly, if
(En)n≥0 is an increasing sequence of elements of M , then∫

X

ν

ÅÅ⋃
n≥0

En

ã
x

ã
dµ(x) =

∫
X

ν

Å⋃
n≥0

(En)x

ã
dµ(x) =

∫
X

lim
n≥0

ν((En)x) dµ(x)

= lim
n→∞

∫
X

ν((En)x) dµ(x) = lim
n→∞

µ× ν(En)

= µ× ν

Å⋃
n≥0

En

ã
,

using, in successive order, continuity from below of ν, the Monotone Convergence Theorem,
the assumption that En ∈ M for all n ≥ 0, and continuity from below of µ× ν.

At this point, the Monotone Class Lemma delivers M = M⊗N, which is the sought after
statement for finite measure spaces.

Suppose now X =
⋃
n≥0Xn and Y =

⋃
n≥0 Yn for increasing sequences (Xn)n≥0 and (Yn)n≥0

with µ(Xn) and ν(Yn) finite for all n ≥ 0. If E ∈ M⊗N, then∫
X

ν(Ex) dµ(x) =

∫
X

ν

Å⋃
n≥0

(E ∩ (Xn × Yn))x

ã
dµ(x) =

∫
X

lim
n→∞

ν((E ∩ (Xn × Yn))x) dµ(x)

= lim
n→∞

∫
X

ν((E ∩ (Xn × Yn))x) dµ(x) = lim
n→∞

µ× ν(E ∩ (Xn × Yn))

= µ× ν(E) ,

using, in successive order, continuity of ν from below, the Monotone Convergence Theorem,
the already established equality (2.8.5) for the finite restrictions µ|Xn and ν|Yn , and continuity
of µ× ν from below. This completes the proof. □

Theorem 2.8.8 (The Fubini-Tonelli Theorem). Let (X,M, µ) and (Y,N, ν) be σ-finite mea-
sure spaces.

(1) (Tonelli’s theorem) Let f : X×Y → [0,∞] be measurable with respect to M⊗N. Then
the function

x 7→
∫
Y

f(x, y) dν(y) (2.8.6)

is M-measurable, the function,

y →
∫
X

f(x, y) dµ(x) (2.8.7)

is N-measurable, and∫
X×Y

f(x, y) dµ× ν(x, y) =

∫
X

Å∫
Y

f(x, y) dν(y)

ã
dµ(x) =

∫
Y

Å∫
X

f(x, y) dµ(x)

ã
dν(y) .

(2.8.8)
(2) (Fubini’s theorem) Let f : X × Y → C be a (µ × ν)-integrable function. Then the

section fx is ν-integrable for µ-almost every x ∈ X, the section fy is µ-integrable for
ν-almost every y ∈ Y . Furthermore, the functions

x 7→
∫
Y

f(x, y) dν(y) , y 7→
∫
X

f(x, y) dµ(x)

extend, respectively, to an µ-integrable function on X and a ν-integrable function on
Y , and∫

X×Y
f(x, y) dµ× ν(x, y) =

∫
X

Å∫
Y

f(x, y) dν(y)

ã
dµ(x) =

∫
Y

Å∫
X

f(x, y) dµ(x)

ã
dν(y) .

(2.8.9)
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Notice that, if f : X × Y → C is measurable with respect to M⊗N, then the x-section of
f is N-measurable for every x ∈ X and the y-section of f is M-measurable for every y ∈ Y , as
of Lemma 2.8.5; in particular, the functions in (2.8.6) and (2.8.7) are well defined.

Proof. We start with Tonelli’s theorem. When f = χE for some E ∈ M⊗N, a moment’s
thought reveals that the statement is a combination of Lemma 2.8.6 and Proposition 2.8.7.
Suppose now f is simple, expressed in standard representation as

∑
i∈I ciχEi

. Then the func-
tions in (2.8.6) and (2.8.7) are measurable as finite linear combinations of measurable functions;
furthermore, linearity of integrals on (X,M, µ) and (Y,N, ν) gives∫

X

Å∫
Y

f(x, y) dν(y)

ã
dµ(x) =

∫
X

Å∫
Y

∑
i∈I

ciχEi
(x, y) dν(y)

ã
dµ(x)

=

∫
X

∑
i∈I

ci

Å∫
Y

χEi
(x, y) dν(y)

ã
dµ(x)

=
∑
i∈I

ci

∫
X

Å∫
Y

χEi
(x, y) dν(y)

ã
dµ(x)

=
∑
i∈I

ci

∫
X×Y

χEi
(x, y) dµ× ν(x, y)

=
∑
i∈I

ciµ× ν(Ei) =

∫
X×Y

f dµ× ν .

For a general positive f , approximate it via an increasing sequence (φn)n≥1 of positive simple
functions; then the functions in (2.8.6) and (2.8.7) are measurable since, by the Monotone
Convergence Theorem, they can be expressed as limits of measurable functions (with f replaced
by φn). By the same token, applying the Monotone Convergence Theorem three times, we get∫

X

Å∫
Y

f(x, y) dν(y)

ã
dµ(x) =

∫
X

Å
lim
n→∞

∫
Y

φn(x, y) dν(y)

ã
dµ(x)

= lim
n→∞

∫
X

Å∫
Y

φn(x, y) dν(y)

ã
dµ(x)

= lim
n→∞

∫
X×Y

φn dµ× ν =

∫
X×Y

f dµ× ν .

The second equality in (2.8.8) is proved analogously.
We now turn to Fubini’s theorem. We apply Tonelli’s theorem to the measurable function

|f |, and deduce that (2.8.8) holds for it, with the integrals being finite by assumption. If follows
at once that ∫

Y

|f(x, y)| dν(y)

is finite for all x is in a set X ′ whose complement is µ-null. On X ′ there is thus a well-defined
function

x 7→
∫
Y

f(x, y) dν(y) ,

which can be shown to be measurable by decomposing f into real and imaginary part, decom-
posing each of these in turn into their positive and negative part, and applying the measurability
claim in Tonelli’s theorem. Extend now the function measurably to X, for instance by setting
it to be constantly 0 on the complement of X ′.

The first equality in (2.8.9) follows then again by the routine decomposition of f , which
reduces matters to the case of a positive f , for which in turn Tonelli’s theorem can be applied.

The second equality in (2.8.9), as well as the associated first part of the statement, is
established by the same argument. This concludes the proof of the theorem. □
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We shall henceforth omit parenthesis in (2.8.8) and (2.8.9), and simply write∫
X

∫
Y

f(x, y) dν(y) dµ(x) and

∫
Y

∫
X

f(x, y) dµ(x) dν(y) .

We now make several comments about Fubini-Tonelli’s theorem.

(1) Tonelli’s theorem and Fubini’s theorem are typically used in combination, in the fol-
lowing way. One is routinely confronted with the task of proving that the order of
integration can be validly exchanged, that is, one wants to show that∫

X

∫
Y

f(x, y) dν(y) dµ(x) =

∫
Y

∫
X

f(x, y) dµ(x) dν(y) (2.8.10)

for a certain measurable f : X × Y → C. First one applies Tonelli’s theorem to !f !
verify that f is integrable with respect to µ×ν; to this effect, it is equivalent by (2.8.8)
to compute one of the two integrals∫

X

∫
Y

|f(x, y)| dν(y) dµ(x) ,
∫
Y

∫
X

|f(x, y)| dµ(x) dν(y) ,

which is then equal to
∫
X×Y |f | dµ× ν. At this point, one can then resort to Fubini’s

theorem, which justifies (2.8.10).
(2) The σ-finiteness assumption on (X,M, µ) and (Y,N, ν) has been fundamentally ex-

ploited at several stages of the proof, and is absolutely crucial for the validity of
the statement. For instance, take the Borel space ([0, 1],BR|[0,1]) equipped with µ =
L 1|[0,1] and with the counting measure ν = c. Consider the Borel measurable function
f = χ∆ where ∆ = {(x, x) : x ∈ [0, 1]} is the diagonal in [0, 1]× [0, 1]. Then∫

[0,1]

∫
[0,1]

f(x, y) dc(y) dx)

∫
[0,1]

1 dx = 1 ,

but ∫
[0,1]

∫
[0,1]

f(x, y) dx dc(y) =

∫
[0,1]

0 dc(y) = 0 ,

so that equality in (2.8.8) fails.
(3) Integrability of f with respect to the product µ × ν is essential in Fubini’s theorem.

The exercises ask to show that (2.8.9) can fail when such hypothesis is dropped.
(4) Even if (X,M, µ) and (Y,N, ν) are complete measure spaces, (X ×Y,M⊗N, µ× ν) is

almost never complete13. For instance, assuming N ̸= P(Y ), let B ⊂ X be a set which
is not in N, and let A ⊂ X be a µ-null set. Then A×B is contained in the (µ×ν)-null
set A× Y , and yet is not in M⊗N, else otherwise B would be in N by Lemma 2.8.5.

2.9. Change of variable formula for Lebesgue integrals on Euclidean spaces

In introductory calculus courses one learns the change-of-variable-formula for one-dimensional
Riemann integrals ∫ φ(b)

φ(a)

f(x) dx =

∫ b

a

f(φ(y))φ′(y) dy ,

where φ is, say an increasing continuously differentiable function [a, b] → [φ(a), φ(b)], and f is
a continuous function on [φ(a), φ(b)]. In this section, we shall see how the formula extends to
the Lebesgue integral in any Euclidean space Rn.

In this section, a Lebesgue-integrable function is a function f : Rn → C which is measurable
with respect to BRn and integrable with respect to the n-dimensional Lebesgue measure.

13On the other hand, we already know that Theorem 1.5.11 yields a complete measure on a σ-algebra
containing M⊗N.
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We start with the case of linear changes of coordinates. If T : Rn → Rn is a linear transfor-
mation, detT indicates its determinant, a real number which vanishes if and only if T is not
invertible.

Proposition 2.9.1. Let T : Rn → Rn be an invertible linear transformation.

(1) If f : Rn → [0,∞] is BRn-measurable, then so is f ◦ T and∫
Rn

f(x) d(x) =

∫
Rn

f(T (y))| detT | dy . (2.9.1)

(2) A function f : Rn → C is Lebesgue-integrable if and only f ◦ T is Lebesgue-integrable,
in which case ∫

Rn

f(x) d(x) =

∫
Rn

f(T (y))| detT | dy .

In particular, specializing to the case f = χE for a Borel set E ⊂ Rn (and using the result
for T−1), we obtain the transformation formula

L n(T (E)) = | detT |L n(E) , (2.9.2)

from which we deduce the linear counterpart of the fact that the Lebesgue measure is invariant
under translations:

Corollary 2.9.2. The Lebesgue measure L n is invariant under linear Euclidean isome-
tries: for every Euclidean isometry T : Rn → Rn and every Borel set E ⊂ Rn,

L n(T (E)) = L n(E) .

This follows readily from (2.9.2) as a linear isometry T satisfies T ∗ ◦ T = idRn , where T ∗ is
the adjoint of T , and thus 1 = detT ∗ detT = (detT )2.

Proof of Proposition 2.9.1. Let (e1, . . . , en) be the canonical basis of Rn. Upon em-
ploying the classical decomposition arguments for complex-valued functions, and thereby re-
ducing matters to positive functions, it suffices to establish the first statement. For it, one
can use the familiar linear-algebraic fact, stemming Gauss’algorithm for the row-reduction of a
square matrix, that every invertible linear T : Rn → Rn is a product of finitely many elementary
transformations, namely of invertible linear maps of the following form:

(1) there is 1 ≤ j ≤ n and α ∈ R× such that T (ej) = αej and T (ei) = ei for all i ̸= j;
(2) there are 1 ≤ i ̸= j ≤ n such that T (ei) = ej, T (ej) = ei and T (ek) = ek for all

k /∈ {i, j};
(3) there are 1 ≤ i ̸= j ≤ n and α ∈ R such that T (ei) = ei + αej and T (ek) = ek for all

k ̸= i.

Since the determinant is a group homomorphism GLn(R) → R×, it suffices to prove (2.9.1)
for elementary transformations, which is rather straightforward. Details are to be provided in
exercises. □

We now indicate how the change-of-variable formula just presented admits a vast general-
ization to continuously differentiable change of coordinates between open sets. Let U, V ⊂ Rn

be open sets. A C 1-diffeomorphism between U and V is an invertible map F : U → V admit-
ting continuous first-order partial derivatives on U , such that F−1 : V → U admits continuous
first-order partial derivatives on V ; recall that this implies, in particular, that both F and F−1

are differentiable on their domains of definition. For every y ∈ U , the Jacobian of F at y,
denoted JacF (y), is the determinant of the differential dFy : Rn → Rn of F at y.

Theorem 2.9.3 (Change of variable formula). Let U, V ⊂ Rn be open sets, F : U → V a
C 1-diffeomorphism.
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(1) If f : V → [0,∞] is measurable with respect to BRn|V , then f ◦ F is measurable with
respect to BRn|U and∫

V

f(x) dx =

∫
U

f(F (y))| JacF (y)| dy .

(2) A function f : V → C is Lebesgue-integrable on V if and only if f ◦ F is Lebesgue-
integrable on U , in which case∫

V

f(x) dx =

∫
U

f(F (y))| JacF (y)| dy .

Proof. The exercises guide the interested reader to the (tedious) argument. □

Theorem 2.9.3 admits an equivalent formulation in terms of pushforwards and densities. It
states nothing but the fact that the pushforward of L n|U under a C 1-diffeomorphism F : U → V
is the measure on V having density

ρ(y) = | JacF−1(y)|
with respect to L n|V .



CHAPTER 3

Lp spaces

This chapter is devoted to the study of a fundamental class of function spaces, defined in
terms of integrals, which are ubiquitous in modern analysis: they are known as Lp spaces, and
provide a generalization of the space L1 of integrable functions on a measure space, which has
been already introduced in previous chapters.

3.1. Functional-analytic preliminaries

This preliminary section introduces a few fundamental concepts in functional analysis we
shall avail ourselves of in the sequel.

Definition 3.1.1 (Normed vector space). Let K ∈ {R,C}. A normed vector space
over K is a pair (E, ∥·∥) consisting of a K-vector space E and a function ∥·∥ : E → R≥0, called
norm, satisfying the following properties:

(1) ∥v∥ = 0 if and only if v = 0;
(2) (homogeneity) ∥λv∥ = |λ| ∥v∥ for all v ∈ V and λ ∈ K;
(3) (triangle inequality) ∥v + w∥ ≤ ∥v∥+ ∥w∥ for all v, w ∈ V .

In the definition, the notation | · | refers to the ordinary absolute value for complex numbers.
Notice that, given the homogeneity property (2),

∥0∥ = ∥0v∥ = 0 ∥v∥ = 0

for all v ∈ E, whence (1) is tantamount to the non-degeneracy implication

∥v∥ = 0 =⇒ v = 0 . (3.1.1)

A seminorm on a K-vector space E is a function ∥·∥ : E → R≥0 which is homogeneous and
satisfies the triangle inequality. Thus, a seminorm on E is a norm if and only if (3.1.1) holds.

For a seminorm ∥·∥ on E, the following reverse triangle inequality holds:

| ∥u∥ − ∥v∥ | ≤ ∥u− v∥ (3.1.2)

for all u, v ∈ E. It is obtained by applying the triangle inequality to the pairs (u − v, v) and
(v − u, u).

There is a canonical way of manufacturing a norm out of a seminorm, which shall be relevant
in the forthcoming construction of Lp spaces. In what follows, if E is a K-vector space and F
is a vector subspace of E, we denote elements of the quotient E/F either by [u] or by u + F ,
with u ∈ E.

Lemma 3.1.2. Let ∥·∥ be a seminorm on a K-vector space E. Let

F = {v ∈ E : ∥v∥ = 0} .
Then F is a K vector subspace of E, and the assignment

∥·∥E/F : E/F → R≥0 , [u] 7→ ∥u∥

defines a norm on the quotient K-vector space E/F .

Proof. We first need to show that ∥·∥E/F is well defined. Suppose thus that

u1 + F = u2 + F

77
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for some u1, u2 ∈ E; we need to show that ∥u1∥ = ∥u2∥. Now there is v ∈ F such that
u2 = u1 + v, and the triangle inequality gives

∥u2∥ ≤ ∥u1∥+ ∥v∥ = ∥u1∥ .

On the other hand, the reverse triangle inequality (3.1.2) yields

∥u2∥ = ∥u2 − v + v∥ ≥ ∥u2 − v∥ − ∥v∥ = ∥u1∥ .

Taking the two last displayed inequalities together yields the claim.
Homogeneity and the triangle inequality for ∥·∥E/F follow directly from the analogous prop-

erties of ∥·∥; we omit the very simple details. Suppose now that u ∈ E satisfies ∥u+ F∥E/F = 0;

then by definition this means that ∥u∥ = 0, whence u ∈ F and thus u+ F is the zero coset in
E/F . This shows that ∥·∥E/F is a norm. □

If (E, ∥·∥) is a normed vector space over K, then ∥·∥ endowes E with the structure of a
metric space, by defining a distance function d : E × E → R≥0 as

d(u, v) = ∥u− v∥ .

Verification of the axioms of a distance function is routine, starting from the axioms of a norm.

Definition 3.1.3 (Banach space). Let K ∈ {R,C}. A Banach space over K is a normed
vector space (E, ∥·∥) such that the induced metric d on E is complete.

Example 3.1.4. The field K itself is a Banach space for the norm given by its ordinary
absolute value. More generally, for every integer n ≥ 1, the Euclidean space Kn is a Banach
space for the norm

∥(u1, . . . , un)∥ = (|u1|2 + · · · |un|2)1/2 , (u1, . . . , un) ∈ Kn .

Example 3.1.5. Let X be a set. We denote by B(X,K) the K-vector space1 of bounded
functions X → K, namely those f : X → K such that the supremum norm

∥f∥ := sup
x∈X

|f(x)|

is finite. Then (B(X,K), ∥·∥) is easily seen to be a normed vector space over K; it is actually
a Banach space.

Example 3.1.6. In the previous example, take X to be a topological space, and consider
the subset of B(X,K) consiting of continuous functions, which we denote by Cb(X,K). Then
Cb(X,K) is a vector subspace of B(X,K), essentially because the algebraic operations of sum
and product are continuous on K. With the induced norm, Cb(X,K) is a Banach space over
K; this follows at once from the fact that B(X,K) is a Banach space, and Cb(X,K) is a closed
subspace thereof2, for the topology induced by the supremum norm.

A fundamental class of Banach spaces is given by Hilbert spaces, which we now set out to
introduce.

Definition 3.1.7 (Inner product). Let K ∈ {R,C}, E a vector space over K. An inner
product on E is a map ⟨·, ·⟩ : E × E → K satisfying the following properties:

(1) (sesquilinear property) for all u, v, w ∈ E and λ ∈ K,

⟨u+ v, w⟩ = ⟨u,w⟩+ ⟨v, w⟩ , ⟨u, v + w⟩ = ⟨u, v⟩+ ⟨u,w⟩
⟨λu, v⟩ = λ⟨u, v⟩ , ⟨u, λv⟩ = λ⟨u, v⟩ ;

(2) (hermitian property) for all u, v ∈ E,

⟨v, u⟩ = ⟨u, v⟩ ;
1More precisely, it is a K-subspace of the space of all functions X → K.
2To see this, recall simply that the limit of a uniformly converging sequence of continuous functions is

continuous.
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(3) (positive definiteness property) ⟨u, u⟩ ≥ 0 for all u ∈ E, and ⟨u, u⟩ = 0 if and only if
u = 0.

The pair (E, ⟨·, ·⟩) is called an inner product space, or a pre-Hilbert space, over K.

If K = R, then the sesquilinear property becomes the bilinear property of the inner
product, and the hermitian property becomes the symmetric property.

Notice that the hermitian property yields already ⟨u, u⟩ ∈ R for all u ∈ R, upon which the
positive definiteness property imposes a further constraint.

Pre-Hilbert spaces are naturally vector spaces, in the following way which generalizes the
familiar definition of the Euclidean norm on Kn in terms of the Euclidean inner product. If
(E, ⟨·, ·⟩) is an inner product space over K, define a function ∥·∥ : E → R≥0 by

∥u∥ = ⟨u, u⟩1/2 .

It is immediate from the properties of ⟨·, ·⟩ that ∥u∥ = 0 if and only if u = 0 and ∥λu∥ = |λ| ∥u∥
for all u ∈ E. To complete the verification that ∥·∥ is, as indicated by the notation, a norm
on E, we need to check the validity of the triangle inequality, which follows from the following
ubiquitous inequality.

Theorem 3.1.8 (The Cauchy-Schwarz inequality). Let (E, ⟨·, ·, ⟩) be a pre-Hilbert space
over K, ∥·∥ : E → R≥0 the function defined above. Then, for all u, v ∈ V ,

|⟨u, v⟩| ≤ ∥u∥ ∥v∥ ; (3.1.3)

moreover, equality holds if and only if u and v are linearly dependent.

Proof. Without loss of generality, we can assume ⟨u, v⟩ ≠ 0, else there is nothing to prove.
Let

α = sgn(⟨u, v⟩) = 1

|⟨u, v⟩|
⟨u, v⟩ ;

for every t ∈ R, we have

0 ≤ ∥u+ tαv∥2 = ⟨u+ tαv, u+ tαv⟩ = ∥u∥2 + 2ℜ⟨u, αv⟩t+ |α|2 ∥v∥2 t2 . (3.1.4)

Regarding the last expression as a polynomial function in the real variable t, it follows that the
(reduced) discriminant of the associated polynomial is negative, that is,

(ℜ⟨u, αv⟩)2 − |α|2 ∥u∥2 ∥v∥2 ≤ 0 ;

since |α| = 1 and ⟨u, αv⟩ = |⟨u, v⟩|, the previous inequality amounts to

|⟨u, v⟩|2 ≤ ∥u∥2 ∥v∥2 ,

which gives (3.1.3) upon taking square roots. From (3.1.4), equality occurs if and only if there
is t ∈ R such that

∥u+ tαv∥2 = 0 ,

that is, if and only if u + tαv = 0 for some t ∈ R, which imples that u and v are linearly
dependent. Conversely, if v = λu for some λ ∈ K, it is a straightforward matter to check that
equality holds in (3.1.3). □

Armed with the Cauchy-Schwarz inequality, we can now conclude the verification that
∥u∥ = ⟨u, u⟩1/2 is actually a norm on the pre-Hilbert space (E, ⟨·, ·⟩).

Corollary 3.1.9. Let the assumptions be as in Theorem 3.1.8. Then, for all u, v ∈ E,

∥u+ v∥ ≤ ∥u∥+ ∥v∥ ,

with equality if and only if there is λ ∈ R≥0 such that v = λu.
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Proof. Let u, v be vectors in E. Then we expand

∥u+ v∥2 = ∥u∥2 + ∥v∥2 + 2ℜ⟨u, v⟩ .

Since, by Theorem 3.1.8,

|ℜ⟨u, v⟩| ≤ |⟨u, v⟩| ≤ ∥u∥ ∥v∥ ,

we deduce that

∥u+ v∥2 ≤ ∥u∥2 + ∥v∥2 + 2 ∥u∥ ∥v∥ = (∥u∥+ ∥v∥)2 ,
from which the triangle inequality follows by taking square roots.

Regarding the equality case, it is immediate to check that equality holds when v = λu
for some real λ ≥ 0. Conversely, suppose ∥u+ v∥ = ∥u∥ + ∥v∥ for some u, v ∈ E. Then, in
particular, equality holds in the Cauchy-Schwarz inequality, which yields the existence of λ ∈ K
such that v = λu. Moreover, we must have

ℜ⟨u, v⟩ = |⟨u, v⟩| ,

that is,

∥u∥2ℜλ = |λ| ∥u∥2 .
If u = 0, then v = 0 and λ can be taken to be a positive real number; else, the above implies
|λ| = ℜλ, which can only occur if λ ∈ R≥0. □

It is a consequence of the previous corollary that ∥·∥ is a norm on E, so that every inner
product space is naturaly a normed vector space.

Definition 3.1.10 (Hilbert space). Let K ∈ {R,C}. A Hilbert space over K is an inner
product space (H, ⟨·, ·⟩) which is a Banach space for the norm ∥·∥ induced by the inner product.

3.1.1. Projections onto closed convex sets. The geometry of Hilbert spaces ensures
existence and uniqueness of projections onto closed convex sets, a fact which has a number
of useful consequences. Let us first introduce the notion of projection on a subset of a metric
space. If (X, d) is a metric space and Y ⊂ X is a subset, a projection of a point x ∈ X onto
Y is an element a ∈ Y such that

d(x, a) = d(x, Y ) ,

where the latter quantity is, we recall, defined as inf{d(x, y) : y ∈ Y }. In general, there is no
reason for a projection to exist, nor for it to be unique, assuming existence. It is left to the
reader to find appropriate counterexamples.

We recall that a subset C of a K-vector space E is convex if, for all x, y ∈ C and all
0 ≤ t ≤ 1, tx+ (1− t)y ∈ C.

Proposition 3.1.11 (Projection onto closed convex sets). Let (H, ⟨·, ·⟩) be a Hilbert space,
C ⊂ H a non-empty closed convex set. Then every u ∈ H admits a unique projection onto C.

We denote the unique projection of an element u onto C by πC(u).

Proof. We show here existence of the projection; uniqueness will follows from the charac-
terization given in the forthcoming proposition. Let (vn)n≥1 be a sequence in C such that

∥u− vn∥ ≤ d(u,C) +
1

n
,

whose existence is assured by the definition of d(u,C). We claim that (vn)n≥1 is a Cauchy
sequence; this yields the existence claim, as by completeness of H the sequence converges to
a vector v, which lies in C since C is closed. Furthermore, continuity of the distance function
yields

d(u,C) ≤ ∥u− v∥ = lim
n→∞

∥u− vn∥ ≤ lim inf
n→∞

∥u− vn∥ ≤ d(u,C) ,

that is, v is a projection of u onto C.
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We show that (vn)n≥1 is a Cauchy sequence. Fix integers m,n ≥ 1: then we apply the
parallelogram’s law to the vectors u− vm and u− vn, which is the equality

∥vm − vn∥2 + ∥2u− (vm + vn)∥2 = 2(∥u− vm∥2 + ∥u− vn∥2) ,
verifiable by an elementary expansion of both sides in terms of inner products. Since 2u−(vm+
vn) = 2(u− vm+vn

2
) with vm+vn

2
∈ C by convexity, it follows that

∥vm − vn∥2 ≤ 2

ÅÅ
d(u,C) +

1

m

ã2
+

Å
d(u,C) +

1

n

ã2ã
− 4

∥∥∥∥u− vm + vn
2

∥∥∥∥2

≤ 2

ÅÅ
d(u,C) +

1

m

ã2
+

Å
d(u,C) +

1

n

ã2ã
− 4d(u,C)2 .

It is clear that, for every ε > 0, one can choose an integer N ≥ 1 such that the last displayed
expression does not exceed ε for all m,n ≥ N ; this achieves the result. □

Proposition 3.1.12 (Characterization of the projection). Let the setup be as in Proposi-
tion 3.1.11, u an element of H. For a vector v ∈ C, the following are equivalent:

(1) v is a projection of u onto C;
(2) for all w ∈ C,

ℜ⟨u− v, w − v⟩ ≤ 0 . (3.1.5)

Before turning to the proof of the proposition, let us see how it implies the uniqueness claim
in Proposition 3.1.11. If v1, v2 ∈ C are projections of a vector u onto C, then from (3.1.5) we
have

ℜ⟨u− v1, v2 − v1⟩ ≤ 0 , ℜ⟨u− v2, v1 − v2⟩ ≤ 0 . (3.1.6)

Now

∥v1 − v2∥2 = ⟨v1−v2, v1−v2⟩ = ⟨v1−u, v1−v2⟩+⟨u−v2, v1−v2⟩ = ⟨u−v1, v2−v1⟩+⟨u−v2, v1−v2⟩ ;
the last displayed complex number is a real number with negative real part, by (3.1.6). It
follows from the above that ∥v1 − v2∥2 ≤ 0, whence v1 = v2.

Proof of Proposition 3.1.12. Suppose first that (3.1.5) holds. Then, for every w ∈ C,

∥u− w∥2 = ⟨u− w, u− w⟩ = ⟨u− v + v − w, u− v + v − w⟩
= ∥u− v∥2 + ∥v − w∥2 − 2ℜ⟨u− v, w − v⟩ ≥ ∥u− v∥2 ;

it follows that d(u, v) ≤ d(u,C), whence v is a projection of u onto C.
Conversely, assume v is a projection of u onto C. Fix w ∈ C; then, for all 0 ≤ t ≤ 1,

tv + (1− t)w ∈ C, whence

∥u− v∥2 ≤ ∥u− (tv + (1− t)w)∥2 = ⟨u− tv − (1− t)w, u− tv − (1− t)w⟩
= ⟨u− v + (1− t)(v − w), u− v + (1− t)(v − w)⟩
= ∥u− v∥2 + (1− t)2 ∥v − w∥2 − 2(1− t)ℜ⟨u− v, w − v⟩ .

As a consequence,
2ℜ⟨u− v, w − v⟩ ≤ (1− t) ∥v − w∥2 ,

from which (3.1.5) follows by taking the limit as t→ 1 in the last displayed inequality. □

We shall now focus on the particular case of a closed vector subspace V of H, where
the previous characterization takes on a neater form. We say that two vectors u, v ∈ H are
orthogonal if ⟨u, v⟩ = 0; if V is a subspace of H, we say that u is orthogonal to V if it is
orthogonal to every v ∈ V .

Corollary 3.1.13. Let (H, ⟨·, ·⟩) be a Hilbert space, V a closed subspace of H, u an element
of H, πV (u) its projection onto V . Then πV (u) is the only element of V such that u − πV (u)
is orthogonal to V .
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Proof. By Proposition 3.1.12, and since V is a subspace, we know that πV (u) is the only
element of V such that

ℜ⟨u− πV (u), w⟩ ≤ 0

for all w ∈ V . Replacing w with −w gives that

ℜ⟨u− πV (u), w⟩ = 0

for all w ∈ V , and replacing w with iw yields

ℑ⟨u− πV (u), w⟩ = 0

for all w ∈ V . It follows that u− πV (u) is orthogonal to V .
Conversely, if u−πV (u) is orthogonal to V , then (3.1.5) is obviously verified (with equality),

and thus πV (u) is the unique projection of u onto V . □

Given a subspace V of H, the orthogonal complement of V in H is the closed subspace

V ⊥ = {u ∈ H : u is orthogonal to V } .

Linearity of the inner product ensures that V ⊥ is a subspace; if (vn)n≥0 is a sequence in V ⊥

converging to v and if u ∈ V , then

⟨u, v⟩ = lim
n→∞

⟨u, vn⟩ = 0 ,

where the second equality is given by continuity of the inner product (see §3.1.2); the argument
proves that V ⊥ is closed.

Corollary 3.1.13 shows that, when V is a closed subspace, we can write every vector u ∈ H
as

u = πV (u) + u− πV (u)

with πV (u) ∈ V and u−πV (u) ∈ V ⊥; since V and V ⊥ have necessarily trivial interesection (for
v ∈ V ∩ V ⊥ gives 0 = ⟨v, v⟩ = ∥v∥2), we derive the following corollary.

Corollary 3.1.14. Let (H, ⟨·, ·⟩) be a Hilbert space, V a closed subspace of H, V ⊥ its
orthogonal complement. Then

H = V ⊕ V ⊥ .

One says that H is the orthogonal direct sum of the subspaces V and V ⊥ (each of
which, being closed, is a Hilbert space on its own for the induced inner product). Orthogonal
decompositions are a crucial feature of the geometry of Hilbert spaces, and will enable us to
characterize continuous linear functionals on Hilbert spaces as inner products against fixed
vectors. This is the subject of the next subsection.

3.1.2. The Riesz-Fréchet representation theorem. We start by introducing the rele-
vant notions. Given a normed vector space (E, ∥·∥E), the topological dual of E, denoted E∗,
is the set

{φ : E → K : φ is linear and continuous} .
It is thus the subset of the algebraic dual of E consisting of continuous linear functionals,
where as usual the topology on E is the norm topology. Since the field operations on K are
continuous, it is straightforward to realize that E∗ is a K-subspace of the algebraic dual, and
thus a K-vector space on its own. We shall endow it with an appropriate norm, by means of
the following criterion for continuity of linear operators between normed vector spaces.

Lemma 3.1.15. Let (E, ∥·∥E), (F, ∥·∥F ) be normed vector spaces over K, T : E → F a K-
linear map. The following are equivalent:

(1) T is continuous;
(2) T is continuous at the origin 0E;
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(3) T is bounded, that is, there is C > 0 such that

∥T (u)∥F ≤ C ∥u∥E (3.1.7)

for all u ∈ E.

Proof. Continuity implies plainly continuity at every single point, in particular at 0E.
Suppose T is continuous at 0E, and let δ > 0 be such that the image under T of the open ball
of radius δ, centered at 0E, is contained in the open ball of radius 1 centered at 0F : thus,

∥u∥E < δ =⇒ ∥T (u)∥F < 1

for all u ∈ E. Let now u be an arbitrary vector in E. If u = 0, then (3.1.7) is trivially satisfied;
else, homogeneity of the norm gives that the vector

v = δ
1

2 ∥u∥E
u

satisfies ∥v∥E < δ, whence

1 > ∥T (v)∥F =

∥∥∥∥TÅδ 1

2 ∥u∥E
u

ã∥∥∥∥
F

= δ
1

2 ∥u∥E
∥T (u)∥F ,

which gives (3.1.7) for C = 2/δ.
Finally, if T is bounded in the sense described above, then it is Lipschitz: for all u, v ∈ E,

∥T (v)− T (u)∥F = ∥T (v − u)∥F ≤ C ∥v − u∥E .

It is a general fact that Lipschitz maps between metric spaces are continuous. □

On the topological dual E∗ of a normed vector space (E, ∥·∥E), we define the operator
norm

∥φ∥E∗ = sup
0<∥u∥E≤1

|φ(u)| = inf{C ≥ 0 : |φ(u)| ≤ C ∥u∥E for all u ∈ E} ,

which is a finite quantity by the previous lemma. Verification that ∥·∥E∗ is a norm is routine,
and left as an exercise.

We shall now establish a canonical identification of any Hilbert space H with its topological
dual3 H∗, the two considered as normed vector spaces.

First, if (H, ⟨·, ·⟩) is a Hilbert space over K, we observe that there is a natural map

Φ: H → H∗ ,

which is obtained assigning to every vector u ∈ H the linear functional

H → K , v 7→ ⟨v, u⟩ .
The Cauchy-Schwarz inequality gives

|Φ(u)(v)| = |⟨v, u⟩| ≤ ∥u∥ ∥v∥ (3.1.8)

for all v ∈ H, whence Φ(u) is continuous (thus indeed an element of the topological dual H∗)
and

∥Φ(u)∥H∗ ≤ ∥u∥ .

Actually, applying (3.1.8) with v = u and the definition of the operator norm, we immediately
see that

∥Φ(u)∥H∗ = ∥u∥ ,

that is, Φ is an isometry for the distances induced by the norms on the two spaces. This in
particular implies that Φ is injective: if u, v ∈ H satisfy Φ(u) = Φ(v), then

0 = ∥Φ(v)− Φ(u)∥H∗ = ∥Φ(v − u)∥H∗ = ∥v − u∥ ,

whence u = v.

3In general, an arbitrary Banach space admits only a canonical identification, that is, an isometric linear
isomorphism, with a closed subspace of its topological bidual.
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Notice that the map Φ is only semilinear : it preserves the sum but acts via conjugation on
scalar multiplication (it is linear for K = R).

Theorem 3.1.16 (The Riesz-Frechét representation theorem). Let (H, ⟨·, ·⟩) be a Hilbert
space over K. For any φ ∈ H∗, there is a vector u ∈ H such that

φ(v) = ⟨v, u⟩
for all v ∈ H.

Before proving the theorem, we directly infer from it the aforementioned identification of
H and H∗.

Corollary 3.1.17. The assignment Φ: H → H∗ defined above establishes a K-semilinar
isometric isomorphism between H and H∗.

Proof of Theorem 3.1.16. If φ = 0, then we can take u = 0. Assume thus φ ̸= 0,
so that its kernel kerφ is a closed (by continuity of φ) proper subspace of H. In view of
Corollary 3.1.14, we have the direct sum decomposition

H = kerφ⊕ kerφ⊥ ,

where kerφ⊥ is one-dimensional since φ induces a linear isomorphism between H/ kerφ and K,
and the restriction to kerφ⊥ of the canonical projection H/ kerφ induces a linear isomorphism
between kerφ⊥ and H/ kerφ.

Choose u′ ∈ kerφ⊥ with φ(u) = 1 (it can always be guaranteed by conveniently renormal-
izing any non-zero vector in the orthogonal complement of the kernel). If v is any vector in H,
then v = πkerφ(u) + πkerφ⊥(u) with

πkerφ⊥(u) =
⟨v, u′⟩
∥u′∥2

u′ ,

as follows directly from imposing the orthogonality condition ⟨v − αu, u⟩ = 0 to find α. Thus

φ(v) = φ(πkerφ(v)) +
⟨v, u′⟩
∥u′∥2

φ(u′) =
1

∥u′∥2
⟨v, u′⟩ = ⟨v, 1

∥u′∥2
u′⟩ ,

which delivers the conclusion with u = 1
∥u′∥2u. □

Remark 3.1.18. When H is finite-dimensional, Theorem 3.1.16 (and its corollary) is a well
known fact from linear algebra: in this case surjectivity of the map Φ follows from injectivity
and the fact that H∗, which coincides with the linear algebraic dual in finite dimension, has
the same dimension of H. As we have seen, the case of an arbitrary Hilbert space requires
considerably more work.

3.2. The inequalities of Hölder and Minkowski

Having dealt with the necessary functional-analytic preliminaries we now turn Lp spaces.
Hereinafter, we will work with a fixed underlying measure space (X,M, µ). Fix a real number
p > 0. If f : X → C is a measurable function, we define

∥f∥p =
Å∫

X

|f |p dµ
ã1/p

with the understanding that ∞1/p = ∞. We define

Lp(X,M, µ) = { f : X → C measurable : ∥f∥p is finite} ,
and abbreviate it to Lp whenever (X,M, µ) is understood from the context.

The set Lp is a vector subspace of the C-vector space of measurable functions X → C, as
follows from the fact that

|αf + βg|p ≤ 2p sup{|α|p|f |p, |β|p|g|p}
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for all f, g ∈ Lp and α, β ∈ C. The adopted notation suggests that ∥·∥p is a norm on

Lp(X,M, µ): now it holds true, and is easily verified by linearity of the integral, that ∥·∥p
is homogeneous, namely

∥αf∥p = |α| ∥f∥p
for all f ∈ Lp and all α ∈ C. However, ∥·∥p fails to be a norm on Lp for two reasons:

• if ∥f∥p = 0 for some f ∈ Lp, then this only implies that f = 0 µ-almost everywhere;
• the triangle inequality

∥f + g∥p ≤ ∥f∥p + ∥g∥p
can be shown to fail for 0 < p < 1.

The first deficiency is easily remedied, by considering the quotient of Lp by the subspace of
functions which vanish µ-almost everywhere on X, in the spirit of Lemma 3.1.2. The second is
a more serious issue, which is why we shall only consider, henceforth, the case p ≥ 1.

The fact that ∥·∥p satisfies the triangle inequality is a consequence of the pillar of the whole
theory of Lp spaces, namely Hölder’s inequality, which we shall establish momentarily. Before
doing that, we complete the picture and define a further space Lp for p = ∞. If f : X → C is
measurable, we define

∥f∥∞ = inf{M ∈ R≥0 : |f(x)| ≤M for µ-almost every x ∈ X} , (3.2.1)

with the usual understanding that inf ∅ = +∞, and set

L∞(X,M, µ) = {f : X → C measurable : ∥f∥∞ is finite} .

Notice that, for f ∈ L∞ (omitting the measure space for notation when no confusion arises, as
for all other values of p), the infimum in (3.2.1) is attained, that is,

|f(x)| ≤ ∥f∥∞
for µ-almost every x ∈ X: to see this, observe that the set

{x ∈ X : |f(x)| ≥ ∥f∥∞ + 1/n}

is µ-null for all integers n ≥ 1, whence so is the union of those over all n, which is precisely

{x ∈ X : |f(x)| > ∥f∥∞ } .

An immediate pointwise application of the triangle inequality gives that L∞ is a vector sub-
space of the C-vector space of measurable functions X → C. Homogeneity and the triangle
inequality for ∥·∥∞ are this time both straightforward. Quotienting out by the subspace of
µ-almost everywhere vanishing functions would then yield a normed vector space by virtue of
Lemma 3.1.2, but we postpone until after we establish the triangle inequality for ∥·∥p for all
other values of p.

We introduce a fundamental notion: two numbers 1 ≤ p, q ≤ ∞ are said to be conjugate
exponents (also, Hölder-conjugate exponents) if

1

p
+

1

q
= 1 ,

or equivalently p+ q = pq, with the understanding that 1
∞ = 0. The two most important cases

are p = 1, q = ∞, and p = q = 2.

Theorem 3.2.1 (Hölder’s inequality). Let (X,M, µ) be a measure space, 1 ≤ p, q ≤ ∞
conjugate exponents. If f, g : X → C are measurable functions, then

∥fg∥1 ≤ ∥f∥p ∥g∥q . (3.2.2)

In particular, if f ∈ Lp and g ∈ Lq, then fg ∈ L1. In this case, equality holds
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(1) when 1 < p <∞, if and only if there are α, β ≥ 0, not both vanishing, such that

α|f |p = β|g|q

µ-almost everywhere,
(2) and in the case p = 1, if and only if |g| is constant µ-almost everywhere on the set

{x ∈ X : f(x) ̸= 0}.

Proof. We start with the easier case p = 1, q = ∞. If ∥g∥∞ = ∞, there is nothing to
prove, unless ∥f∥p = 0, in which case f = 0 µ-almost everywhere, and then the same holds for

fg and (3.2.2) is established. Suppose thus ∥g∥∞ is finite; then

|fg| ≤ |f | ∥g∥∞
µ-almost everywhere, both sides being potentially infinite. Monotonicity of the integral then
yields

∥fg∥1 =
∫
X

|fg| dµ ≤
∫
X

|f | ∥g∥∞ dµ = ∥g∥∞
∫
X

|f | dµ = ∥f∥1 ∥g∥∞ .

This also shows that fg ∈ L1 provided that f ∈ L1. In this case, equality holds in (3.2.2) if
and only if |g| = ∥g∥∞ µ-almost everywhere on {x ∈ X : f(x) ̸= 0}, that is, if and only if |g| is
constant µ-almost everywhere on such a set.

Consider now the case of finite p and q. We may assume both ∥f∥p and ∥g∥q to be finite; else,
either both are infinite, in which case there is nothing to prove, or only one of them is infinite,
in which case the right-hand side of (3.2.2) is infinite (leaving us once more with nothing to
prove) unless ∥f∥p = 0, in which case f = 0 µ-almost everywhere and thus the left-hand side

in (3.2.2) vanishes as well. Notice further that Hölder’s inequality is bi-homogeneous, that is,
once it holds for a fixed pair (f, g), it holds automatically for all pairs (αf, βg) with α, β ∈ C.
Upon renormalization, we may thus assume that ∥f∥p = 1 = ∥g∥q.

We rely on the following fundamental inequality for pairs of positive real numbers.

Lemma 3.2.2. Let 1 < p, q <∞ be Hölder-conjugate exponents, a, b ∈ R≥0. Then

ab ≤ 1

p
ap +

1

q
bq ,

with equality if and only if ap = bq.

Notice that for p = q = 2 the assertion is nothing but the fundamental inequality between
the geometric and the arithmetic mean of two positive real numbers.

We start by showing the lemma, observing that if ab = 0 there is nothing to prove. Thus
we can assume a > 0, b > 0. Strict convexity of the exponential function t 7→ et then yields

ab = elog ab = e
1
p
log ap+ 1

q
log bq ≤ 1

p
elog a

p

+
1

q
elog b

q

=
1

p
ap +

1

q
bq ,

with equality if and only if log ap = log bq, that is, if and only if p log a = q log b.
Let us now go back to the proof of Hölder’s inequality. We apply the lemma pointwise, and

obtain

|f(x)g(x)| ≤ 1

p
|f(x)|p + 1

q
|g(x)|q

for all x ∈ X. Integrating on both sides, and applying monotonicity and linearity of the integral,
we get ∫

X

|fg| dµ ≤ 1

p

∫
X

|f |p dµ+
1

q

∫
X

|g|q dµ =
1

p
+

1

q
= 1 , (3.2.3)

where the second-to-last equality is given by the unrestrictive assumption ∥f∥p = ∥g∥q = 1.

We have thus shown (3.2.2); furthermore, equality holds if and only if there is equality in the
first step of (3.2.3), which occurs if and only if

|f(x)g(x)| = 1

p
|f(x)|p + 1

q
|g(x)|q
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for µ-almost every x ∈ X. By the lemma, this happens in turn if and only if

|f(x)|p = |g(x)|q

for µ-almost every x ∈ X. Taking into account our initial our initial rescaling of f and g, we
have thus shown the equality case in the assertion. □

Theorem 3.2.3 (Minkowski’s inequality). Let (X,M, µ) be a measure space, 1 ≤ p ≤ ∞.
If f, g : X → C are measurable functions, then

∥f + g∥p ≤ ∥f∥p + ∥g∥p . (3.2.4)

Proof. We have already discussed this for p = ∞, hence we focus on the case of p finite.
We write

|f + g|p ≤ (|f |+ |g|)p = |f |(|f |+ |g|)p−1 + |g|(|f |+ |g|)p−1 ;

monotonicity of the integral and Hölder’s inequality, for q the Hölder-conjugate of p, yield∫
X

|f + g|p dµ ≤
Å∫

X

(|f |+ |g|)q(p−1) dµ

ã1/q
(∥f∥p + ∥g∥p) .

Since q(p− 1) = p and 1/q = 1− 1/p, the latter is precisely tantamount to (3.2.4). □

The exercises ask to figure out the equality case.
Minowski’s inequality shows that ∥·∥p satisfies the triangle inequality, and is thus a seminorm

on Lp(X,M, µ), Applying Lemma 3.1.2, we obtain a normed vector space by considering the
quotient of Lp(X,M, µ) by the vector subspace

N = {f ∈ Lp : ∥f∥p = 0} = {f : X → C measurable : f = 0 µ-almost everywhere}

Definition 3.2.4 (Lp spaces). Let (X,M, µ) be a measure space, 1 ≤ p ≤ ∞. The Lp

space on (X,M, µ) is defined as the normed vector space (Lp(X,M, µ), ∥·∥p) where

Lp(X,M, µ) = Lp(X,M, µ)/N
and

∥f +N∥p = ∥f∥p
for all f ∈ Lp(X,M, µ).

If the underlying measure space, or some element of it, is clear from context, we shall typi-
cally write Lp, Lp(X), Lp(µ) or Lp(X,µ) in place of Lp(X,M, µ). Adhering to the tradition, we
keep denoting equivalence classes of functions up to equality µ-almost everywhere in functional
notation, and thus routinely write expressions such as f ∈ Lp instead of the formally more
appropriate [f ] ∈ Lp. For a function f ∈ Lp, the quantity ∥f∥p is known as the Lp-norm of f ;
if p = ∞, it is also referred to as the essential supremum of f , and f is said to be essentially
bounded.

When µ is the counting measure c on a discrete Borel space (A,P(A)), then the Lp-space
on (A,P(A), c) is customarily denoted ℓp(A); thus,

ℓp(X) =

ß
(za)a∈A ∈ CA :

∑
a∈A

|za|p is finite
™

for p finite, and

ℓ∞(A) =

ß
(za)a∈A : sup

a∈A
|za| is finite

™
for p = ∞.

Consider the case p = 2; then there is a natural inner product on L2 which induces the
L2-norm: it is given by

⟨f, g⟩2 =
∫
X

fg dµ ,
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where finiteness of the integral is given by Hölder’s inequality. All axioms of an inner product
are easilly verified.

Proposition 3.2.5. Let (X,M, µ) be a measure space. For every 1 ≤ p ≤ ∞,
(Lp(X,M, µ), ∥·∥p) is a Banach space; when p = 2, (L2(X,M, µ), ⟨·, ·⟩2) is a Hilbert space.

Proof. It suffices to prove the first assertion; the second one follows automatically from
the previous considerations on L2 and from the definition of Hilbert space. We separate two
cases.

Suppose first p = ∞, and let (fn)n≥0 be a Cauchy sequence in L∞. As countable unions of
µ-null sets are µ-null, we can find a µ-null set N ⊂ X such that the restrictions (fn|X\N)n≥0

form a Cauchy sequence in the uniform norm: for every ε > 0 there in an integer N ≥ 1 such
that, for all m,n ≥ N ,

sup
x∈X\N

|fm(x)− fn(x)| ≤ ε .

The C-vector space of bounded functions X \ N → C, equipped with the uniform norm, is a
Banach space; thus there is a bounded function f : X \ N → C which is the uniform limit of
(fn|X\N)n≥0. In particular, f is measurable. Extend it arbitrarily, in a measurable way, to N .
Then it is clear that (fn)n≥0 converges to f in the L∞-norm.

Let now p be finite, and let (fn)n≥0 be a Cauchy sequence in Lp. It suffices to show that
there is a subsequence (fnk

)k≥0 converging in Lp to some f ∈ Lp. Markov’s inequality yields,
for all ε > 0 and all integers m,n ≥ 0,

µ({x ∈ X : |fm − fn| ≥ ε}) ≤
∫
X
|fm − fn|p dµ

εp
,

from which it readily follows that (fn)n≥0 is Cauchy in measure, and thus subsequence (fnk
)k≥0

of it converges µ-almost everywhere to a measurable function f : X → C. Now the Cauchy
property for (fn)n≥0 with the Lp-norm implies, in particular, that supn≥0 ∥fn∥p is finite; by
Fatou’s lemma, ∫

X

|f |p dµ ≤ lim inf
k→∞

∫
X

|fnk
|p dµ ≤ sup

n≥0

∫
X

|fn|p dµ ,

which shows that f ∈ Lp. By judiciusly selecting the subsequence (fnk
)k≥0, as in the proof of

Proposition ?? (to which we refer for the details), for instance to satisfy∫
X

|fnk+1
− fnk

|p dµ ≤ 2−k

for all k ≥ 0, we can make sure that there is h ∈ L1 with |f − fnk
|p ≤ h for all k ≥ 0.

The Dominated Convergence Theorem, applied to the sequence gk = |f − fnk
|p, delivers then

convergence of (fnk
)k≥0 to f in the Lp-norm. □

Remark 3.2.6. Observe that, for p = ∞, the argument in the proof illustrates the validity of
the following characterization: for a sequence (fn)n≥0 in L

∞ and a function f ∈ L∞, convergence
of (fn)n≥0 towards f in the L∞-norm occurs if and only if there is a µ-null set N ⊂ X such
that the sequence (fn)n≥0 converges to f uniformly on X \N .

We state separately the partial result, about almost-everywhere convergence along a subse-
quence, appearing in the proof of the foregoing proposition.

Proposition 3.2.7. Let 1 ≤ p ≤ ∞. If (fn)n≥0 is a Cauchy sequence in Lp, then there is
a subsequence (fnk

)k≥0 converging µ-almost everywhere to a measurable function f .

Remark 3.2.8. For p = 1, it clearly holds that a sequence (fn)n≥0 in L1 converges to an
element f ∈ L1 in the L1-norm if and only if it converges to it in L1 in the way formulated in
Definition ??.

We now generalize Proposition 2.4.9 to arbitrary exponents p.
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Proposition 3.2.9. For any 1 ≤ p ≤ ∞, the set of simple functions X → C with finite
Lp-norm is dense in Lp.

Notice that every simple function is, directly from the definition, uniformly bounded, and
thus in L∞. It may not lie, however, in any other Lp, such as the constant function 1 on
(R,BR,L 1).

Proof. When p is finite, the argument for Proposition 2.4.9 applies almost verbatim, with
the appropriate modifications. We omit the details.

When p = ∞, the claim follows at once from Exercise 2.3.4, using the characterization of
L∞-convergence in Remark 3.2.6. □

3.3. Relations between Lp spaces and some useful inequalities

For an arbitrary measure space (X,M, µ), there is no general containment relation between
Lp spaces of different exponents.

Example 3.3.1. Let X = (0,+∞), with the induced Borel σ-algebra, and µ the restriction
of L 1 to X. Suppose 1 ≤ p < p′ < ∞ (they are not meant to be Hölder-conjugate). Take
α ∈ (1/p′, 1/p); then the function

f(x) = x−αχ(0,1)(x)

is in Lp but not in Lp
′
, whereas the function

f(x) = x−αχ(1,+∞)(x)

is in Lp
′
but not in Lp. Similar examples can be found with p′ = ∞.

A double issue emerged in the previous counterexample, preventing inclusion of different
Lp spaces in either direction; on the one hand, the function xα may grow too fast to infinity in
a neighborhood of 0, on the other it may decrease too slowly to zero, both conditions possibly
preventing the sought after integrability.

It stands to reason to expect that, by ruling out the former two occurrences via the im-
position of additional constraints on the underlying measure space, some general containment
relations between Lp spaces can actually be established. This is indeed the case, but before
stating conditional (on the measure space) results of this sort, we provide a general inclusion
involving intersections of Lp spaces.

Proposition 3.3.2. Let 1 ≤ p < q < r ≤ ∞. Then

Lp ∩ Lr ⊂ Lq

and, for every f ∈ Lp ∩ Lr,
∥f∥q ≤ ∥f∥λp ∥f∥

1−λ
r

where λ ∈ (0, 1) satisfies
1

q
= λ

1

p
+ (1− λ)

1

r
.

Proof. It suffices to prove the inequality about norms, as the first assertion then follows
automatically. First, assume r = ∞. Then∫

X

|f |q dµ =

∫
X

|f |p|f |q−p dµ ≤ ∥f∥q−p∞

∫
X

|f |p dµ ,

whence

∥f∥q ≤ ∥f∥1−p/q∞ ∥f∥p/qp ,

as desired.
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Let now r be finite. Let λ′ ∈ (0, 1) be such that q = λ′p + (1 − λ′)r. Applying Hölder’s
inequality to the pair of conjugate exponents 1/λ′, 1/(1− λ′) we obtain∫

X

|f |q dµ =

∫
X

|f |λ′p|f |(1−λ′)r dµ ≤
Å∫

X

|f |p
ãλ′Å∫

X

|f |r
ã1−λ′

,

thus
∥f∥q ≤ ∥f∥λ

′p
p ∥f∥(1−λ

′)r
r ,

and to conclude it suffices to notice that λ = λ′p and 1− λ = (1− λ′)r. □

The following result presents a containment relation whenever the possibility of “non-
integrability at infinity” is excluded by the nature of the measure space.

Proposition 3.3.3. Suppose (X,M, µ) is a finite measure space, and let 1 ≤ p ≤ q ≤ ∞.
Then

Lq ⊂ Lp

and, for every f ∈ Lq,
∥f∥p ≤ µ(X)1/p−1/q ∥f∥q .

Proof. It is unrestrictive to assume p < q, else there is nothing to prove. If q = ∞, then∫
X

|f |p dµ ≤
∫
X

∥f∥p∞ dµ = µ(X) ∥f∥p∞ ,

which gives
∥f∥p ≤ µ(X)1/p ∥f∥∞ .

Suppose now q is finite. We apply Hölder’s inequality with to |f |p and the constant function
g = 1, with exponents q/p and (q/p)′: we obtain∫

X

|f |p dµ ≤
Å∫

X

|f |q dµ
ãp/qÅ∫

X

1 dµ

ã1/(q/p)′
= µ(X)

q−p
p ∥f∥pq ,

from which we deduce
∥f∥p ≤ µ(X)1/p−1/q ∥f∥q .

□

At the other extreme, we have the case in which functions cannot “blow-up” in the proximity
of a point.

Proposition 3.3.4. Let A be a set, 1 ≤ p ≤ q ≤ ∞. Then

ℓp(A) ⊂ ℓq(A)

and, for every f ∈ ℓp(A),
∥f∥q ≤ ∥f∥p .

Proof. Without loss of generality we take p < q. If q = ∞, then summability of the family
(|f(a)|p)a∈A implies that |f(a)| ≤ 1 for all but finitely many a ∈ A, from which we obviously
infer that f ∈ ℓ∞(A). Also,

∥f∥∞ = sup
a∈A

|f(a)| =
Å
sup
a∈A

|f(a)|p
ã1/p

≤
Å∑
a∈A

|f(a)|p
ã1/p

= ∥f∥p , (3.3.1)

where notice that all suprema are attained in the previous chain of inequalities.
Suppose now q is finite, and let f ∈ ℓp(A). Since we already know that f ∈ ℓ∞(A), we can

invoke Proposition 3.3.2 and thereby deduce that f ∈ ℓq(A); furthermore, the same proposition
gives that, for a certain explicit λ ∈ [0, 1],

∥f∥q ≤ ∥f∥λp ∥f∥
1−λ
∞ ≤ ∥f∥λp ∥f∥

1−λ
p = ∥f∥p ,

using (3.3.1) in the second inequality. □
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We conclude this section with a couple of measure-theoretic inequalities of common use in
analysis (and beyond).

Theorem 3.3.5 (Chebychev’s inequality). Let 1 ≤ p < ∞, f ∈ Lp. Then, for all real
α > 0,

µ({x ∈ X : |f(x)| ≥ α}) ≤
∥f∥pp
αp

.

Notice that, the higher the exponent p, the finer the bound becomes; in other words, the
higher the exponent p, the less likely it is that |f | takes on large values.

Proof. The inequality follows readily by applying Markov’s inequality to the positive,
µ-integrable function |f |p, observing that

{x ∈ X : |f(x)| ≥ α} = {x ∈ X : |f(x)|p ≥ αp} .
□

Remark 3.3.6. Textbooks on probability theory typically present the L2-version of Cheby-
chev’s inequality, in the following form: if (X,Mµ) is a probability space and f : X → C is a
random variable in L24, then

µ({x ∈ X : |f(x)− E[f ]| ≥ α}) ≤ Var[f ]

α2
,

where

E[f ] =

∫
X

f(x) dµ

is the expected value of f and

Var(f) =

∫
X

(f(x)− E[f ])2 dµ

is the variance of f .

Theorem 3.3.7 (Jensen’s inequality). Let (X,M, µ) be a probability space, −∞ ≤ a < b ≤
+∞, f : X → (a, b) a µ-integrable function, φ : (a, b) → R a convex function such that φ ◦ f is
µ-integrable. Then

φ

Å∫
X

f dµ

ã
≤

∫
X

φ ◦ f dµ . (3.3.2)

Thus, for instance, if f : X → (0,∞) is in Lq for some 1 ≤ q <∞, then (f ∈ L1 and)Å∫
X

f dµ

ãq
≤

∫
X

f q dµ .

Proof. To begin with, observe that the left-hand side of (3.3.2) is well defined, that is,∫
X

f dµ ∈ (a, b) ;

this follows immediately by integrating the pointwise inequality a < f(x) < b, valid for all
x ∈ X, and using the fact that µ(X) = 1.

Suppose first φ is an affine function, that is, there are α, β ∈ R such that

φ(x) = αx+ β

for all x ∈ R. Then, by linearity of the integral and the assumption that µ(X) = 1, we have

φ

Å∫
X

f dµ

ã
= a

∫
X

f dµ+ b = a

∫
X

f dµ+

∫
X

b dµ =

∫
X

af + b dµ =

∫
X

φ ◦ f dµ ,

thus (3.3.2) holds with equality.

4A terminology employed frequently in probability theory is that f has finite second moment.
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Let now φ : (a, b) → R be an arbitrary convex function, then

φ(x) = sup
ψ≤φ, ψ affine

ψ(x) (3.3.3)

for all x ∈ (a, b); for every affine ψ : (a, b) → R with ψ ≤ φ, we have, by monotonicity of the
integral,

ψ

Å∫
X

f dµ

ã
=

∫
X

ψ ◦ f dµ ≤
∫
X

φ ◦ f dµ .

Taking the supremum over all ψ on the left-hand side of the last displayed inequality, and
using (3.3.3), we achieve the desired inequality. □

3.4. Convolutions and regularization

The need often emerges to approximate integrable functions with more regular represen-
tatives; for instance, on Euclidean spaces, one would like to approximate Lp functions (with
respect to the Lebesgue measure) with differentiable, or even smooth functions. This process
of approximation, typically referred to as regularization, is the subject of the present section,
throughout which we confine ourselves to the measure spaces (Rn,BRn ,L n) without further
comment.

Regularization of integrable functions on Rn is achieved by means of a fundamental oper-
ation which combines algebra and analysis: the convolution of measurable functions. In order
to motivate the definition, we present a probabilistic framework in which the notion appears
naturally.

Suppose µ and ν are Borel probability measures on Rn with densities ρµ and ρν , respectively,
with respect to L n. Suppose you sample first a point x ∈ Rn according to µ, and then a
second point y ∈ Rn according to ν, independently of the sampling of x; what is the resulting
distribution of the sum x+ y of the two sampled points? Formally, the two sampling processes
are encoded by two independent random variables X, Y , defined on a common underlying
probability space (Ω,F ,P), with laws PX = µ and PY = ν, respectively5. Independence of X
and Y is tantamount to the fact that the law P(X,Y ) of the pair (X, Y ), which is an Rn × Rn-
valued random variable defined on (Ω,F ,P), is the product µ × ν of the laws of X and Y
(referred to as the marginals, in probability theory). The distribution of the sum X+Y is then
nothing but the pushforward of the law P(X,Y ) under the sum map Rn×Rn(x, y) 7→ x+y ∈ Rn.
We thus have, for every Borel set E ⊂ Rn,

PX+Y (E) =

∫
Rn

χE dPX+Y =

∫
Rn×Rn

χE(x+ y) dµ× ν(x, y)

=

∫
Rn

∫
Rn

χE(x+ y)ρµ(x) dx ρµ(y) dy

=

∫
Rn

∫
Rn

χE(z)ρµ(z − y) dz ρµ(y) dy

=

∫
Rn

χE(z)

∫
Rn

ρµ(z − y)ρν(y) dy dz ,

where we have used Fubini-Tonelli’s theorem twice, and applied the change of variable z = x+y
in the third equality. The previous chain of equalities shows that the distribution PX+Y of the
sum X + Y has density

ρ(z) =

∫
Rn

ρµ(z − y)ρν(y) dy

with respect to L n.

5The law P of a random variable X defined on (Ω,F ,P) is the pushforward of P under X.
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Definition 3.4.1 (Convolution of functions on Rn). Let f, g : Rn → C be Borel-measurable
functions. The convolution of f and g is the function f ∗ g defined as

f ∗ g(x) =
∫
Rn

f(x− y)g(y) dy

for all x ∈ Rn for which the integral is defined.

We shall now examine conditions on f and g ensuring that the convolution f ∗ g is defined
for (Lebesgue-almost) all x ∈ Rn. To begin with, observe that, at the very least, the integrand
y 7→ f(x − y)g(y) appearing in the definition of convolution is a Borel-measurable function,
since the difference map Rn × Rn 7→ Rn, (x, y) 7→ x− y is (BRn ⊗BRn ,BRn)-measurable.

If X is a topological space, the support of a function f : X → C is the set

supp f = {x ∈ X : f(x) ̸= 0} .

If A and B are subsets of Rn, we let

A+B = {a+ b : a ∈ A, b ∈ B}

be their sumset.

Proposition 3.4.2. Let f, g, h : Rn → C be Borel-measurable functions. Then the following
equalities holds whenever both sides are defined:

(1) f ∗ g = g ∗ f ;
(2) f ∗ (g ∗ h) = (f ∗ g) ∗ h.

Furthermore, if f ∗ g is defined on Rn, then

supp f ∗ g ⊂ supp f + supp g .

Proof. We first show commutativity. Consider the C 1-diffeomorphism T : Rn → Rn,
y 7→ x− y; then | JacT (y)| = 1 for all y ∈ Rn, and thus the change of variable formula yields6

g ∗ f(x) =
∫
Rn

g(x− y)f(y) dy =

∫
Rn

g(x−T (u))f(T (u)) du =

∫
Rn

g(u)f(x−u) du = f ∗ g(x) .

We now turn to associativity. Using Fubini-Tonelli’s Theorem, and a change of variable
analogous to the one above, we get

f ∗ (g ∗ h)(x) =
∫
Rn

f(x− y)g ∗ h(y) dy =

∫
Rn

f(x− y)

∫
Rn

g(y − z)h(z) dz dy

=

∫
Rn

h(z)

∫
Rn

f(x− y)g(y − z) dy dz =

∫
Rn

h(z)

∫
Rn

f(x− z − u)g(u) du dz

=

∫
Rn

h(z)f ∗ g(x− z) dz = (f ∗ g) ∗ h(x) .

Finally we show the last claim about the supports. Let x be a point in the complement of
supp f + supp g; we need to show that there is an open neighborhood V of x such that f ∗ g
vanishes on V . Take V to be the complement of supp f + supp g; then, for all z ∈ V , if g(y) ̸= 0
for some y ∈ Rn, necessarily f(z−y) = 0, else z would lie in supp f+supp g. Thus f(z−y)g(y)
vanishes identically, whence f ∗ g(z) = 0. □

We now formulate two sets of conditions under which the convolution is almost everywhere
defined, providing in each case a corresponding estimate for the relevant Lp-norm.

6More pedantically, the claimed chain of equalities holds with all integrands taken in absolute value, which
shows that g∗f(x) is well defined whenever f ∗g(x) is, and then one can pass to equality of the integrals without
absolute values. Similar considerations apply to the rest of the proof: we argue directly without absolute values,
for the sake of conciseness.
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Theorem 3.4.3 (Young’s inequality). Let 1 ≤ p ≤ ∞, and suppose f ∈ L1 and g ∈ Lp.
Then f∗g is well defined Lebesgue-almost everywhere and extends to a Borel-measurable function
on Rn, which we also denote f ∗ g. Furthermore, f ∗ g ∈ Lp and

∥f ∗ g∥p ≤ ∥f∥1 ∥g∥p
In the case p finite, the proof shall rely upon the following far-reaching generalization of

Minkowski’s inequality, whose proof we postpone to §??.

Proposition 3.4.4 (Minkowski’s inequality for integrals). Let (X,M, µ) and (Y,N, ν) be
σ-finite measure spaces, f : X × Y → [0,∞] an (M⊗N)-measurable function. Then, for every
1 ≤ p <∞,Å∫

X

Å∫
Y

f(x, y) dν(y)

ãp
dµ(x)

ã1/p
≤

∫
Y

Å∫
X

f(x, y)p dµ(x)

ã1/p
dν(y) . (3.4.1)

Both sides of (3.4.1) are allowed to be infinite. The interpretation of the inequality as a
generalization of the standard Minkowski inequality is given by regarding the left-hand side
as the Lp-norm of an integral, with respect to a second parameter y, of functions defined on
(X,M, µ) (generalizing the Lp-norm of the sum of two functions), and the right-hand side as
the integral of the Lp-norms (generalizing the sum of the Lp-norms of two functions).

Proof of Theorem 3.4.3. We start with the case p = ∞. For all x ∈ Rn, we have∫
Rn

|f(x− y)g(y)| dy ≤
∫
Rn

|f(x− y)| ∥g∥∞ dy = ∥g∥∞
∫
Rn

|f(x− y)| dy = ∥g∥∞ ∥f∥1 ,

applying implicitly the change of variable z = x−y for the last equality. It follows that f ∗g(x)
is well defined, and

|f ∗ g(x)| =
∣∣∣∣∫

Rn

f(x− y)g(y) dy

∣∣∣∣ ≤ ∫
Rn

|f(x− y)g(y)| dy ≤ ∥f∥1 ∥g∥∞ ,

whence f ∗ g ∈ L∞ (it is actually uniformly bounded) and

∥f ∗ g∥∞ ∥f∥1 ∥g∥∞ .

We now turn to the case of a finite exponent p. Applying Minkowski’s inequality for
integrals, we haveÅ∫

Rn

Å∫
Rn

|g(x− y)f(y)| dy
ãp

dx

ã1/p
≤

∫
Rn

Å∫
Rn

|g(x− y)|p|f(y)|p dx
ã1/p

dy

=

∫
Rn

|f(y)|
Å∫

Rn

|g(x− y)|p dx
ã1/p

dy =

∫
Rn

|f(y)| ∥g∥p dy = ∥f∥1 ∥g∥p ,
(3.4.2)

using implicitly the substitution z = x − y in the second-to-last equality. It follows that the
integral ∫

Rn

|g(x− y)f(y)| dy

is finite for Lebesgue-almost every x ∈ Rn, whence f ∗ g(x) (= g ∗ f(x)) is well-defined for all
such x. Measurability of the almost-everywhere defined function f ∗ g is then proven exactly
as in the context of Fubini’s theorem; f ∗ g admits then a Borel-measurable extension to Rn.
Finally, from (3.4.2) we deduce

∥f ∗ g∥p = ∥g ∗ f∥p =
Å∫

Rn

∣∣∣∣∫
Rn

g(x− y)f(y) dy

∣∣∣∣p dxã1/p ≤ Å∫
Rn

Å∫
Rn

|g(x− y)f(y)| dy
ãp

dx

ã1/p
≤ ∥f∥1 ∥g∥p ,

which concludes the proof. □
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Proposition 3.4.5. Let 1 ≤ p, q ≤ ∞ be Hölder-conjugate exponents, and suppose f ∈ Lp

and g ∈ Lq. Then f ∗ g is well defined everywhere and is a uniformly bounded function on Rn.
Furthermore,

sup
x∈Rn

|f ∗ g(x)| ≤ ∥f∥p ∥g∥q .

Building upon later results of this section, we shall further derive that, under the assump-
tions of the proposition, f ∗ g is uniformly continuous (in particular, Borel-measurable) and, if
1 < p, q <∞, that it vanishes at infinity.

Proof. Hölder’s inequality delivers immediately, for all x ∈ Rn,∫
Rn

|f(x− y)||g(y)| dy ≤
Å∫

Rn

|f(x− y)|p dy
ã1/pÅ∫

Rn

|g(y)|q dy
ã1/q

= ∥f∥p ∥g∥q ,

from which it follows at once that f ∗ g(x) is well defined and

|f ∗ g(x)| ≤ ∥f∥p ∥g∥q .
□

After having established the basic properties of convolutions, we turn to the quest or regu-
larizing functions in Lp spaces. We begin by some notation concerning differential calculus in
Rn. A multi-index is a tuple α = (α1, . . . , αn) ∈ Nn, its length is |α| =

∑
1≤i≤n αi. To each

multi-index α, we associate the differential operator ∂α which acts on a function f ∈ C k(Rn),
with k = |α|, via

∂αf = ∂α1
x1

· · · ∂αn
xn f ,

where ∂
αj
xj denotes the partial derivative in the direction of the j-th vector ej of the canonical

basis (e1, . . . , en) of Rn, iterated αj times. If |α| = 0, we declare by convention that ∂αf = f .
The following proposition expresses an instance of a general phenomenon, according to

which the convolution operation preserves the regularity of each of the factors.

Proposition 3.4.6. Let f ∈ L1(Rn), g ∈ C k(Rn). Assume that, for every multi-index α
with |α| ≤ k, the partial derivative ∂αg is uniformly bounded on Rn. Then f ∗ g ∈ C k(Rn)7 and

∂α(f ∗ g) = f ∗ ∂αg
for all |α| ≤ k.

Proof. Notice first that f ∗ g is well defined everywhere since f ∈ L1 and g is uniformly
bounded on Rn. If |α| = 0, then the claim in the statement is simply that f ∗ g is continuous;
this follows from a direct application of Proposition 2.4.17.

Suppose now |α| = 1, so that ∂α = ∂xj for some 1 ≤ j ≤ n; then f ∗ ∂αg is well defined
everywhere, since f ∈ L1 and ∂αg is uniformly bounded. It follows then, resorting once more
to Proposition 2.4.17, that ∂α(f ∗ g) exists everywhere, and

∂α(f ∗ g)(x) = ∂xj(f ∗ g)(x) = ∂xj(g ∗ f)(x) =
∫
Rn

∂xjg(x− y)f(y) dy = ∂αg ∗ f(x) = f ∗∂αg(x)

for all x ∈ Rn.
Arguing by induction on |α|, one obtains the statement for all multi-indices in a similar

fashion. □

Let U ⊂ Rn be an open set. We define, for all integers k ≥ 0,

C k(U) = {f : U → C : f admits continuous partial derivatives of order k on U} ,
with the convention that C 0(U) is the set of continuous functions U → C; we also set

C ∞(U) =
⋂
k≥1

C k(U) ,

7Implicitly, this states in particular that f ∗ g is well defined everywhere.
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and let

C k
c (U) = {f ∈ C k(U) : supp f is compact} ,

for all k ∈ N ∪ {∞}.
If x ∈ Rn and ε > 0, we denote by B(x, ε) the closed Euclidean ball centered at x of radius

ε.

Definition 3.4.7 (Mollifiers). A family of mollifiers, also known as an approximate
identity, on Rn is a family (ρε)ε>0 of functions fε ∈ C ∞

c (Rn) satisfying the following properties:

(1) ρε ≥ 0 for all ε > 0;
(2) supp ρε ⊂ B(0, ε) for all ε > 0;
(3)

∫
Rn ρε dx = 1 for all ε > 0.

Convolving with mollifiers shall produce the desired approximation of Lp functions by reg-
ular functions. The terminology “approximate identity” refers precisely to this feature: as we
shall prove in this section, the convolution operator with the function ρε provides, on appro-
priate function spaces and for ε close to 0, an an approximation to the identity operator.

Let us show how to construct families of mollifiers. We start with a positive function
ρ ∈ C ∞

c (Rn) with
∫
Rn ρ dx = 1 and support contained in B(0, 1). In what follows, ∥·∥ denotes

the Euclidean norm on Rn, unless otherwise specified.

Lemma 3.4.8. (1) The function φ : R → R defined by

φ(t) =

®
e−1/t if t > 0

0 if t ≤ 0
.

is in C ∞(R).
(2) The function ρ0 : Rn → R≥0 defined by

ρ0(x) =

®
e1/(∥x∥

2−1) if ∥x∥ < 1

0 if ∥x∥ ≥ 1

is in C ∞(Rn), with support contained in B(0, 1).

Proof. (1) It is clear that φ ∈ C ∞(R \ {0}); at t = 0, one verifies easily by induction
on k, that

lim
t→0+

φ(k)(t) = 0 ,

from which the right derivative of order k exists at t = 0, and vanishes. This shows
that φ ∈ C ∞(R).

(2) We have

ρ0(x) = φ(1− ∥x∥2) ,
with φ the function of the previous item. Since x 7→ 1−∥x∥2 is a polynomial function,
we deduce at once that ρ0 ∈ C ∞(Rn). As ρ0 vanishes on the complement of the closed
ball B(0, 1), it is clear that supp ρ0 ⊂ B(0, 1).

□

Let ρ0 be the function of the previous proposition; notice that ρ0 ∈ L1, being continuous of
compact support, and ∫

Rn

ρ0 dx > 0 .

To see this, let x ∈ Rn with ρ0(x) > 0; then by continuity ρ0 > ρ0(x)/2 on a neighborhood V
of x, and thus ∫

Rn

ρ0 dy ≥
∫
V

ρ0 dy ≥
∫
V

ρ0(x)

2
dy =

L n(V )ρ0(x)

2
> 0 ,
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the last inequality stemming from the fact that L n assigns positive mass to every non-empty
open set. We can thus renormalize ρ to obtain a function

ρ =
1∫

Rn ρ0 dx
ρ0 ,

which is in C ∞(Rn), has support contained in B(0, 1), and verifies
∫
Rn ρ dx = 1.

Define now, for all ε > 0, a function ρε : R → R by

ρε(x) =
1

εn
ρ

Å
x

ε

ã
.

Then it is plain that ρε ≥ 0 and supp ρε ⊂ B(0, ε) for all ε > 0. Also,∫
Rn

ρε dx =
1

εn

∫
ρ

Å
x

ε

ã
dx =

1

εn

∫
Rn

εnρ(y) dy = 1 ,

using the change of variable y = x/ε in the second equality. We have thus obtained a family
(ρε)ε>0 of mollifiers.

For the remainder of this section, we fix an approximate identity (ρε)ε>0 on Rn. Observe
that, if 1 ≤ p ≤ ∞ and f ∈ Lp, then ρε ∗ f is well defined almost everywhere and is in Lp for
all ε > 0, since ρε ∈ L1 (see Theorem 3.4.3).

Theorem 3.4.9. Let (ρε)ε>0 be an approximate identity on Rn.

(1) Let f ∈ Lp for some 1 ≤ p <∞. Then ρε ∗ f
ε→0−→ f in Lp.

(2) Let f ∈ L∞, continuous on an open set U ⊂ Rn. Then ρε ∗ f
ε→0−→ f uniformly on

compact subsets of U .

If, moreover, f is uniformly continuous on U , then ρε ∗ f
ε→0−→ f uniformly on U .

Recall that a collection (fε)ε>0 of complex-valued functions defined on an open set U ⊂ Rn

is said to converge to a bounded function f : U → C uniformly on compact subsets of U if

sup
x∈K

|f(x)− fε(x)|
ε→0−→ 0

for every compact subset K ⊂ U .
The remainder of this section is devoted to the proof of Theorem 3.4.9, which shall require

a considerable deal of preparation.





APPENDIX A

Topology

A.1. Topological and metric spaces

Standard references for the material in this chapter are [11, 16, 2, 3, 5].

Definition A.1.1 (Topological space). Let X be a set. A topology on X is a collection
τ ⊂ P(X) satisfying the following properties:

(1) ∅ ∈ τ , X ∈ τ ;
(2) if (Oi)i∈I is an arbitrary family of elements of τ , then

⋃
i∈I Oi ∈ τ ;

(3) if (Oj)j∈J is a finite family of elements of τ , then
⋂
j∈J Oj ∈ τ .

The pair (X, τ) is called a topological space.

If (X, τ) is a topological space, elements of τ are called open sets. A set F ⊂ X is closed
if the complement F c is open. A neighborhood of a point x ∈ X is a set V ⊂ X containing
an open set O to which x belongs1.

Definition A.1.2 (Continuous map). Let (X, τX) and (Y, τY ) be topological spaces. A
map f : X → Y is continuous if, for every open set O ⊂ Y , f−1(O) is open in X.

As is well known, continuity is a local property:

Lemma A.1.3. Let (X, τX), (Y, τY ) be topological spaces. A function f : X → Y is continu-
ous if and only if, for every x ∈ X and every neighborhood V of f(x), there is a neighborhood
U of x such that f(U) ⊂ V .

Proof. Suppose f is continuous. Let x ∈ X, V a neighborhood of f(x); then there is an
open set O ⊂ V such that f(x) ∈ O. The inverse image U = f−1(O) is an open set containing
x, thus in particular an open neighborhood of x, and satisfies f(U) = f(f−1(O)) ⊂ O ⊂ V .

Conversely, suppose the local condition holds for all x ∈ X, and let O ⊂ Y be an open set.
If x ∈ f−1(O), then there is a neighborhood Ux of x, which we may assume open without loss
of generality, such that f(Ux) ⊂ O, that is, Ux ⊂ f−1(O). We have thus expressed f−1(O) as a
union of the open sets Ux, x ∈ f−1(O); it follows that f−1(O) is open. As O is arbitrary, this
shows continuity of f . □

If E ⊂ X is any subset, we define:

• the interior of E, denoted E◦, as the union of all open sets contained in E;
• the closure of E, denoted E, as the intersection of all closed sets containing E;
• the boundary of E, denoted ∂E, as the intersection E ∩X \ E.

The interior E◦ is open, and is the largest open set contained in E; the closure E is closed, and
is the smalles closed set containing E. The boundary ∂E is closed, and X can be partitioned
as

X = E◦ ⊔ ∂E ⊔ (X \ E)◦ ,
as follows immediately from the descriptions

E◦ = {x ∈ E : there is a neighborhood V of x s.t. V ⊂ E} ,
E = {x ∈ X : for every neighborhood V of x, V ⊂ E ̸= ∅} ,

1Observe that, in many textbooks on disparate mathematical disciplines, a neighborhood is meant to be an
open set; we adopt a more general notion here, which is equally well established in the literature.
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and the ensuing

∂E = {x ∈ X : for every neighborhood V of x, V ∩ E ̸= ∅ and V ∩ (X \ E) ̸= ∅} .

A subset Y ⊂ X is dense if Y = X; equivalently, if Y ∩ O ̸= ∅ for every non-empty open
set O ⊂ X.

Arguably the most important source of examples of topological spaces comes from the notion
of a metric, or distance function on a set.

Definition A.1.4 (Metric space). LetX be a set. Ametric onX is a function d : X×X →
R≥0 satisfying the following properties:

(1) d(x, y) = 0 if and only if x = y;
(2) (symmetry) d(x, y) = d(y, x) for all x, y ∈ X;
(3) (triangle inequality) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.

The pair (X, d) is called a metric space.

Example A.1.5. The Euclidean metric dRn on Rn is defined as follows. Let | · |Rn : Rn →
R≥0 be defined via

|x|Rn =

Å n∑
i=1

x2i

ã1/2

for all x = (x1, . . . , xn) ∈ Rn. Observe that, for n = 1, | · |R is nothing but the ordinary absolute
value of real numbers.

We then set

dRn(x, y) = |x− y|Rn

for all x, y ∈ Rn. The topology induced by dRn is called the Euclidean topology on Rn.

Let (X, d) be a metric space. If x ∈ X and r ≥ 0, the open ball centered at x of radius
r, with respect to the metric d, is the set

B(x, r) = {y ∈ X : d(x, y) < r} .

Clearly B(x, 0) = ∅ for all x ∈ X.
If (X, d) is a metric space, the metric d induces a topology τd on X defined as follows: a

set O ⊂ X is open for τd if and only if, for every x ∈ O, there is r > 0 such that B(x, r) ⊂ O.
The fact that the collection τd thus defined is closed under finite intersections is an immediate
consequence of the fact that

B(x, r1) ∩B(x, r2) = B(x, inf{r1, r2})

for all x ∈ X and r1, r2 > 0. Closure under arbitrary unions is trivial, whence τd is indeed a
topology.

It is easy to show that every open ball is an open set for the topology induced by the metric,
which justifies the terminology2.

If X is a set, a topology τ on X is said to be metrizable if there exists a metric d on X
inducing τ .

If (X, d) is a metric space and E ⊂ X, the diameter of E is defined as

diam(E) = sup{d(x, y) : x, y ∈ E} .

A set E ⊂ X is bounded if its diameter is finite; equivalently, if it is contained in an open (or
closed) ball (of finite radius).

2The converse is obviously not true: for instance, (0,+∞) is open for the Euclidean topology on R, but is
not an open ball; the latter are indeed of the form (a, b) for a < b ∈ R.
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A.1.1. On the extended real number system R = R∪{±∞} we shall always consider the
topology that naturally extends the Euclidean topology on R, namely the one generated by the
collection

{[−∞, a) : a ∈ R} ∪ {(a,+∞] : a ∈ R} .

It can be checked that such a topology is metrizable; for instance, the metric

d(x, y) = | arctanx− arctan y| , x, y ∈ R,

with the convention that arctan±∞ = ±π/2, is easily seen to induce the topology just defined.

A.1.2. Let X be a set. Given an arbitrary collection E of subsets of X, the smallest
topology τE on X containing E is called the topology generated by E ; it is obtained as the
intersection of all topologies on X containing E , using the fact that arbitrary intersections of
topologies (on a fixed set) are topologies, and that P(X) is always a topology on X containing
E , so that the aforementioned intersection is always over a non-empty family. The collection E
is called a subbasis of the topology τE .

A basis of a topology τ is a subcollection B ⊂ τ with the property that every O ∈ τ can
be expressed as the union of elements of B.

Example A.1.6. If (X, d) is a metric space and τd is the topology on X induced by the
metric d, then the collection of open balls for d is, essentially by definition of τd, a basis of τd.

A topological space (X, τ) is Hausdorff if, for all x1 ̸= x2 ∈ X, there are disjoint open sets
V1, V2 such that x1 ∈ V1 and x2 ∈ V2.

A topological space (X, τ) is second countable if τ admits a countable basis. It is sepa-
rable if there is a countable dense subset Y ⊂ X.

Lemma A.1.7. Let (X, d) be a metric space, τd the topology on X induced by d. The following
are equivalent:

(1) (X, τd) is second countable;
(2) (X, τd) is separable.

Proof. Second countability implies separability for every topological space: if B is a count-
able basis for the topology, pick an element xB ∈ B for each non-empty B ∈ B. Then the
countable set Y = {xB : B ∈ B} is dense, for if O ⊂ is a non-empty open set, there is a
non-empty B ∈ B such that B ⊂ O, and thus xB ∈ Y ∩O.

Conversely, let (X, τd) be the topological space associated to a metric space (X, d), and let
Y ⊂ X be a countable dense set. We claim that the countable collection

B = {B(x, 1/n) : x ∈ Y, n ∈ N∗}

is a basis of τd. If O ⊂ X is open and x ∈ O, then there is r > 0 such that B(x, r) ⊂ O; choose
now n ∈ N∗ such that 1/n < r/2, and pick y ∈ Y ∩ B(x, 1/n), whose existence is guaranteed
by the fact that Y is dense. Then by symmetry x ∈ B(y, 1/n), the latter being an element of
B, and B(y, 1/n) is contained in B(x, r) ⊂ O, since d(z, y) < 1/n implies

d(z, x) ≤ d(z, y) + d(y, x) <
1

n
+

1

n
< r .

We have thus shown that B is a basis for τd. □

In particular, the Euclidean topology on Rn is second countable for all n ≥ 1: the subset
Qn is countable and dense.
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A.1.3. Product and induced topologies. Let (Xα, τα)α∈A be a family of topological
spaces. On the product setX =

∏
α∈AXα we define a topology τ , called the product topology

of the τα’s, as the coarsest3 topology on X for which all canonical projection maps πα : X →
Xα, α ∈ A are continuous. Equivalently, τ is the topology on X generated by the collection

{π−1
α (Oα) : Oα ⊂ Xα open, α ∈ A} .

The topological space (X, τ), called the product of the topological spaces (Xα, τα), satisfies
the following universal property. For every topological space (Z, τZ) and every continuous map
f : Z → X, the compositions πα : f : Z → Xα are continuous for all α ∈ A; conversely, if (Z, τZ)
is a topological space and fα : Z → Xα, α ∈ A is a family of continuous maps, there exists a
unique continuous map f : Z → X such that fα = πα ◦ f for all α ∈ A.

Let (X, τX) be a topological space, Y ⊂ X a subset. The induced topology τY on Y is
the coarsest topology on Y making the canonical inclusion map ι : Y → X continuous. It can
be explicitly described as the collection

τY = {O ∩ Y : O ⊂ X open for τX} .

If (Z, τZ) is a topological space and f : Z → Y is a function, then f is continuous with respect
to τY if and only if the composition ι ◦ f : Z → X is continuous with respect to τX .

Remark A.1.8. If (X, dX) is a metric space, there is a notion of induced metric dY on any
subset Y , simply by restricting the domain of d to Y ×Y . Then the topology on Y determined
by the induced metric dY coincides with the induced topology τY from the topology τX on X
determined by the metric dX .

A.2. Functions between metric spaces

If (X, dX) and (Y, dY ) are metric spaces, a Lipschitz function between X and Y is a
function f : X → Y with the property that there is C > 0 such that

dY (f(x1), f(x2)) ≤ CdX(x1, x2)

for all x1, x2 ∈ X. In this case, we also say that f is C-Lipschitz.
If (X, dX) and (Y, dY ) are metric spaces, an isometry is a map h : X → Y such that

dY (h(x1), h(x2)) = dX(x1, x2)

for all x1, x2 ∈ X. Every isometry is injective, but not every isometry is surjective.
If X = Rn, an Euclidean isometry of X is an isometry h : Rn → Rn where Rn is endowed

with the standard Euclidean metric.
We denote by On(R) the group of linear isometries of the vector space Rn endowed with

the standard inner product.

Proposition A.2.1. Let h : Rn → Rn be a Euclidean isometry. Then h is an affine bijec-
tion. More precisely, there exist f ∈ On(R) and a ∈ Rn such that

h(x) = f(x) + a

for all x ∈ Rn.

A.3. Various topological properties

Definition A.3.1 (Compactness). A topological space (X, τ) is compact if every cover
(Oα)α∈A of X by open sets admits a finite subcover, namely there is a finite B ⊂ A such that
X =

⋃
α∈BOα.

3That is, the smalles, in the sense of inclusion.
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When (X, τ) is a topological space and we speak of a compact subset Y ⊂ X, we always
tacitly endow Y with the induced topology from τ .

If (X, τ) is a compact topological space, then every closed subset C ⊂ X is compact. To
see this, let (Oα)α∈A be an open cover of C; then adjoining to it the open set X \ C gives an
open cover of X, which admits a finite subcover (Oα)α∈B. The latter is, in particular, a finite
open cover of C.

Proposition A.3.2 (Tychonoff’s theorem). Let (Xα, τα)α∈A be a family of compact topo-
logical spaces. Endow the product X =

∏
α∈AXα with the product topology τ . Then (X, τ) is

compact.

A.4. Convergence of functions

Let X be a set, E a topological space. A sequence (fn)n≥0 of functions f : X → E is said
to converge pointwise to a function f : X → E if, for every x ∈ X, the sequence (fn(x))n≥0

converges towards f(x) in E.
Let X be a set, (E, d) a metric space. A sequence (fn)n≥0 of functions f : X → E is said

to converge uniformly to a function f : X → E if, for every ε > 0, there is N ∈ N such that
for all integers n ≥ N and for all x ∈ X,

d(f(x), fn(x)) ≤ ε ;

said differently, fn → f uniformly as n→ ∞ if

sup
x∈X

d(f(x), fn(x))
n→∞−→ 0 .

If Y is a subset of X, we say that the sequence (fn)n≥0 converges uniformly to f on Y if the
sequence of restrictions (fn|Y )n≥0 converges uniformly to the restriction f |Y .

It is clear that uniform convergence implies pointwise convergence4: if (fn)n≥0 converges
uniformly towards f , then, for every fixed x0 ∈ X,

d(f(x0), fn(x0)) ≤ sup
x∈X

d(f(x), fn(x))
n→∞−→ 0 ,

whence fn(x0) → f(x0) as n→ ∞.

4Where, as usual, the topology on (E, d) is the one induced from the metric.





APPENDIX B

Infinite sums

B.1. Sums of families of real numbers

A reference for the material in this chapter is [3].

Definition B.1.1 (Summable family of real numbers). A family (xα)α∈A of real numbers
is said to be summable if there is a real number x with the property that, for every open
neighborhood V of x, there is a finite set B0 ⊂ A such that, for every finite set B ⊃ B0,∑

α∈B

xα ∈ V .

In this case, x is called the sum of the family (xα)α∈A. We write x =
∑

α∈A xα.

Clearly, if A is finite, then (xα)α∈A is summable with sum the ordinary sum of a finite
collection of real numbers.

Remark B.1.2. We conform to the traditional (and useful) convention that the sum of an
empty family of numbers equals 0.

The definition of summable family does not involve any ordering of the elements of the
collection. More precisely, we have the following “commutativity” result, whose proof is left as
an exercise.

Lemma B.1.3. Let (xα)α∈A be a summable family of real numbers, with sum x. For every
bijection ϕ : A → A, the family (xϕ(α))α∈A is summable, with sum x.

Proposition B.1.4 (Cauchy criterion for summable families). Let (xα)α∈A be a family of
real numbers. The following are equivalent:

(1) (xα)α∈A is summable;
(2) (xα)α∈A satisfies the Cauchy criterion: for every neighborhood V of 0, there is a finite

set B ⊂ A such that, for every finite set C ⊂ A with C ∩ B = ∅,∑
α∈C

xα ∈ V .

We deduce the following consequences.

Corollary B.1.5. Let (xα)α∈A be a summable family.

(1) For every neighborhood V of 0, the set

{α ∈ A : xα ̸∈ V }
is finite.

(2) The set
{α ∈ A : xα ̸= 0}

is countable.

Proof. For the first assertion, it suffices to apply the Cauchy criterion in Proposition B.1.4
with C varying all singletons disjoint from B. As to the second assertion, for every integer n ≥ 1,
the set

Bn = {α ∈ A : xα /∈ (−1/n, 1/n) }
is finite by the first statement; the set of interest is the union over all n ≥ 1 of the Bn, and is
thus countable. □
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Corollary B.1.6. If (xα)α∈A is a summable family of real numbers, and B is a subset of
A, then the subfamily (xα)α∈B is summable.

Proof. It is clear that the Cauchy criterion for the full family implies the same criterion
for any subfamily. □

Theorem B.1.7 (Associativity of the sum). Let (xα)α∈A be a summable family of real
numbers. Suppose (Aλ)λ∈Λ is a partition of the index set A. Then the family of partial sums∑

α∈Aλ

xα , λ ∈ Λ

is summable, and ∑
α∈A

xα =
∑
λ∈Λ

∑
α∈Aλ

xα .

Specializing the theorem to the case when A is a product A1 × A2, and (Aλ)λ∈A1 is the
partition Aλ = {(λ, η) : η ∈ A2} or (Aη)η∈A2 is the partition Aη = {(λ, η) : λ ∈ A1}, we obtain
the formula of change of order of summation.∑

λ∈A1,η∈A2

x(λ,η) =
∑
λ∈A1

∑
η∈A2

x(λ,η) =
∑
η∈A2

∑
λ∈A1

x(λ,η) .

B.2. Sums of extended real numbers

Definition B.2.1. If (xα)α∈A is a family in [0,∞], its sum, denoted
∑

α∈A xα, is defined as

sup
B⊂A, B finite

∑
α∈B

xα .

Proposition B.2.2. A family (xα)α∈A of positive real numbers is summable according to
Definition B.1.1 if and only if its sum, as in Definition B.2.1, is finite, in which case it coincides
with the sum of the family (xα)α∈A as in Definition B.1.1.

Lemma B.1.3 and Theorem B.1.7 apply verbatim to sums of positive extended real numbers.
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